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Abstract: 
Web forums contain valuable user-generated content (UGC), but crawling 
them presents a challenging task due to the differences between forum tech-
nologies and structures. This paper proposes a general approach that uses 
Large Language Models (LLMs) to automatically detect the forum technology 
(e.g., phpBB, vBulletin, SMF, Discuz!) and generate a web scraper for that 
forum’s layout, structure, and pagination. LLM first identifies the platform 
of a given forum by analysing its HTML patterns after it generates code to 
efficiently collect available posts and threads that are publicly available and 
don’t require user registration.
Several state-of-the-art LLMs are evaluated (GPT-4, Claude 2, and Mistral 
7B) for this task, comparing their speed, accuracy, and reliability in generat-
ing functional scraping code. A proof-of-concept functionality was demon-
strated on a chosen phpBB forum technology by crawling its content with 
LLM-generated Python code. 
Experimental results show that the LLM-generated scrapers can successfully 
retrieve forum posts with high accuracy, matching manually coded crawlers 
while adapting automatically to different forum structures. The findings suggest 
that LLMs can significantly improve forum data collection, avoiding manual 
per-site adjustments and reducing duplicate content in incremental crawls.

Keywords: 
Large Language Models, Web Scraping Automation, Template Detection, 
Data Retrieval.

INTRODUCTION

Online discussion forums are a valuable source of user-generated con-
tent, containing discussions, Q&A, reviews, and community knowledge 
[1]. Retrieving this content has applications in domains like social media 
analysis, customer feedback evaluation, and knowledge extraction. How-
ever, forums present unique challenges for web crawlers: content is spread 
across pages, threads and posts, and each forum technology (phpBB, 
vBulletin, SMF, Discuz!, etc.) has its own HTML layout and navigation 
structure. New posts continually shift older posts to new pages, compli-
cating incremental crawling and often leading to duplicate data retrieval 
if not handled properly. Traditional forum crawlers either rely on manu-
ally written code for each forum technology or attempt a one-size-fits-all 
strategy that may not capture details related to that specific website. 
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SInFo [1], a recent structure-driven forum crawler, 
highlights these issues: it targets the latest content by 
leveraging forum-specific URL patterns and pagination 
routes while remaining generic across platforms. SInFo 
achieved an average of 92.6% new content per recrawl 
cycle, demonstrating the importance of understanding 
forum structure to avoid redundant downloads. Despite 
such advances, implementing a new scraper for each fo-
rum or generalizing across all forums still demands sig-
nificant human effort in analysing HTML and building 
site specific parsing rules.

In this paper, a new LLM-driven approach for forum 
crawling is proposed. The key idea is to combine the 
LLMs understanding of text and code generation with 
the structured nature of forums. The system first detects 
the forum technology on a target website by examining 
distinctive technology features (such as footer text, URL 
signatures, and HTML layout structure). Once identi-
fied, prompts are sent to the LLM to generate a scrap-
ing script specific to that platform’s structure (e.g., how 
threads, pages and posts are organized). This two-step 
approach ensures that details of each forum technology 
are properly captured and parsed. For example, if the 
forum technology is recognized as phpBB, the LLM can 
use knowledge of phpBB’s page numbering system and 
thread HTML structure to produce an accurate crawler. 
If instead it’s an SMF forum, the LLM would know to 
look for index.php?topic= patterns and the correspond-
ing navigation scheme that are unique for this type of 
technology. This approach is evaluated using three dif-
ferent popular LLMs – GPT-4 by OpenAI [2], Claude 2 
by Anthropic [3], and Mistral 7B [4] (a smaller open-
source model) – to compare their performance in code 
generation for this task.

This work, (i) introduces a standardized approach 
for forum crawling that automatically adapts to different 
forum technology software using LLMs, (ii) presents a 
comparison of multiple popular LLMs (proprietary and 
open source) in generating web forum scraping code in 
terms of speed, accuracy, and reliability, and (iii) dem-
onstrates through an experimental setup that an LLM-
generated scraper can successfully crawl a real forum, 
matching the efficiency of manually written crawlers. 
The proposed approach can target only publicly view-
able forums, focusing on open content – user logging is 
explicitly excluded so as bypassing the CAPTCHAs and 
other restrictions.

2.	 RELATED WORK

The recent study of focused web crawling advance-
ments has been made by integrating semantic analysis 
and optimization algorithms to enhance performance. 
For instance, Liu et al. introduced a focused crawler 
that combines a semantic disambiguation graph with a 
semantic vector space model to improve the retrieval 
of topic-relevant web pages [5]. Similarly, Huang et al. 
proposed a crawler that constructs a semantic graph to 
eliminate ambiguous terms and employs a genetic al-
gorithm to optimize weighting factors, resulting in im-
proved acquisition rates and relevance [6]. While these 
approaches demonstrate the potential of semantic un-
derstanding and intelligent learning in focused crawling, 
they may not fully address the challenges of dynamically 
detecting and adapting to various forum structures and 
technologies without extensive manual configuration.

In early research on web forum crawling the chal-
lenges were complex navigation and duplicate content. 
FoCUS (Forum Crawler Under Supervision), which 
used machine learning, identified forum-specific URL 
patterns and page templates [7] to handle complex 
navigation. FoCUS learned regular expressions for fo-
rum thread URLs and navigational links by training on 
annotated forums, enabling it to crawl forums at scale 
with minimal updates and rules. However, it required 
supervised training and did not generalize to unseen 
forum layouts without additional examples [7]. On the 
other hand, structure-driven crawling methods used the 
predictable layout of forums: for example, the work of 
Pavković and Protić on SInFo (Structure-Driven Incre-
mental Forum crawler) proposed a generic two-phase 
strategy [1]. In SInFo, the crawler first separates index 
pages (listing threads) from content pages (showing 
posts), then uses the forum’s navigational structure to 
find the page containing the newest content. By observ-
ing the URL format for each forum technology, SInFo 
could target directly the latest posts, avoiding re-fetch-
ing pages seen in previous crawls.

The LLMs ability to understand language, text and 
code has started the interest in using them to automate 
web scraping tasks. The core advantage of LLMs is their 
ability to understand context and generalize on it, which 
helps in interpreting various webpage structures. LLM-
powered scrapers can interpret and understand complex 
website structures, making them more effective than tra-
ditional scraping tools [8]. Unlike traditional scrapers 
that can easily break when the site’s layout changes since 
they rely on delicate CSS selectors or XPaths, LLM-
based scrapers leverage natural language understanding 
to adapt to changes.

http://sinteza.singidunum.ac.rs
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Several practical systems have been developed that 
integrate LLMs into the scraping pipeline. ScrapeGhost 
by Turk is an experimental library where the user pro-
vides a target URL and a desired output schema; the 
library then prompts GPT-4 to extract the target data 
[9]. It removes the need to manually write parsing code 
for each site. Similarly, FireCrawl [10] is an open-source 
tool that crawls a website and returns content in a clean, 
structured format (like Markdown or JSON), suitable 
for feeding into LLM applications. In a more general 
sense, frameworks like LangChain [11] started including 
web browsing and scraping capabilities through LLMs, 
where the model can be instructed to use a browser tool 
to navigate pages and then parse them with its internal 
reasoning [12]. These agentic approaches like AutoGPT 
or BabyAGI can crawl web pages by iteratively deciding 
which link to follow next and when to stop, using the 
LLM’s output as the controller. While flexible, they often 
experience high token usage and latency, and need care-
ful prompting to stay focused to avoid the agent getting 
lost on irrelevant links.

3.	 METHODOLOGY

The approach proposed in this work consists of two 
main stages: (A) Forum Technology Detection and (B) 
Scraper Code Generation, followed by an execution and 
evaluation phase. In the following chapters, each stage 
will be described in detail, including how LLMs are 
utilized and tuned for the task.

3.1. FORUM TECHNOLOGY DETECTION

The first step is to determine which forum technology 
a target website is running. This is a crucial step because 
it impacts how page navigation works (for example, 
phpBB vs. vBulletin have different URL schemes for 
threads and pages) [1]. The input to the LLM can be a 
snippet of HTML (such as the forum’s front page or a 
thread page) or extracted textual parts from the page. In 
many cases, forums explicitly state their platform in the 
footer – e.g., “Powered by phpBB” or “Powered by SMF” 
as shown in Figure 1.

If such a signature exists, a simple automatic key-
word check is sufficient. In the absence of explicit text, 
there are other indicative signs that can be used:

•	 URL patterns: phpBB URLs often include view-
topic.php or viewforum.php with parameters f 
(which stands for forum id) and t (for topic id). 
vBulletin 3/4 uses showthread.php and forumdis-
play.php, whereas vBulletin 5 and some others use 
SEO-friendly paths but still might contain vbulle-
tin in HTML comments or JavaScript code. SMF 
(Simple Machines Forum) typically uses index.
php?topic= for threads and board= for sections, 
and Discuz! (a popular and widespread Chinese 
forum technology) uses URLs like forum-<id>-1.
html and thread-<tid>-<page>-1.html. An LLM 
can be provided with a URL or HTML code 
snippet and prompted with the question: “Iden-
tify which forum software this site likely uses.” 
Thanks to patterns seen during training, models 
like GPT-4 or Claude 2 can accurately classify the 
technology analysing forum software specific fea-
tures. For example, experiments that were done 
in this work were in the form of feeding GPT-4 
with the HTML head and part of the body of a 
phpBB forum page; the model correctly respond-
ed that the site was phpBB, noting the presence 
of phpBB specific features and typical structure.

•	 HTML structure and keywords: Each forum 
software has a default layout and often unique 
element IDs or class names. phpBB’s HTML 
might contain references to classes like postbody 
or form fields with names like sid (session id) 
specific to phpBB. SMF pages show a distinc-
tive table-like structure layout with user info 
sidebar and usually use labels like “Logged” 
under posts. Discuz pages might contain Chi-
nese locale strings or certain script names. For 
the experiments in this work, a small prompt 
for the LLM known features of common forum 
technologies is compiled (e.g., “If you recognize 
'post.php?action=post' and 'SMF' in the HTML, 

Figure 1. An example of the explicitly stated platform of forum technology

http://sinteza.singidunum.ac.rs
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it's SMF; if you recognize 'phpbb/templates', it's 
phpBB”). The idea of these types of prompts is to 
act as a few-shot guide. Upon providing the page 
HTML, the LLM outputs the guessed forum type 
with high confidence.

In cases where the forum is highly customized or 
built from scratch, the LLM might output “unknown/
custom platform.” This itself is useful feedback and it 
might also indicate that automated generation could 
be less reliable due to unrecognized structure. For such 
cases, the proposed approach defaults to a generic strat-
egy (like SInFo [1] approach) or require human confir-
mation. In shown experiments, detection was straight-
forward on known forums – all three LLMs correctly 
identified the technology when clear signatures and soft-
ware indicators were present. GPT-4 and Claude 2 even 
correctly identified the version of the forum technology 
analysing HTML structure indicators and noting “this is 
a phpBB 3.x forum”, whereas the smaller Mistral model 
sometimes needed the explicit “Powered by” text to be sure.

3.2. SCRAPER CODE GENERATION

Once the forum type is identified, the prompt for 
the LLM to generate a scraper code is adapted to that 
specific forum technology. For each target technology, 
a distinct prompt template is designed, embedding gen-
eral instructions on how to scrape forums. An example 
prompt (simplified) for phpBB is shown on Listing 1.

GPT-4 does not even requires a detailed template 
per platform – it often knows from its trainings the de-
fault behaviours. For instance, GPT-4 generated code 
that searched for a “Next” button or a &start= param-
eter for phpBB after seeing the page HTML code. How-
ever, to ensure reliability, the hints are provided in the 
prompt. For phpBB: “Note: phpBB thread pages use 
a start=<n> parameter for pagination. The first page 
might have start=0 (implicit) and subsequent pages 
start=15, 30, ... etc., typically 15 or 20 posts per page. Use 
this knowledge to iterate through pages until no more 
posts can be found.” For SMF: “SMF thread URLs con-
tain topic=<id>.<offset>. E.g., topic=123.0 for the first 
page, then topic=123.15 for the next if 15 posts per page.  

Use the presence of a “next” link or increment the offset 
accordingly.” By giving such technology-specific guid-
ance, even a smaller model with fewer parameters like 
Mistral can follow the correct approach.

The LLM outputs code in Python, but any language 
could be requested, where Python is chosen for ease of 
readability and execution. The generated code typically 
includes: (1) sending an HTTP GET request to the initial 
URL, (2) parsing the HTML to extract the posts (using 
BeautifulSoup [13] or similar), (3) finding the URL or 
parameter for the next page, and repeating this process 
until no next page is found, and (4) storing or printing 
the extracted data (e.g., as JSON or CSV). The model 
is also instructed to include basic error handling (e.g., 
check response status, limited number of retries and 
break if a page request fails) to improve robustness.

When prompted for phpBB, GPT-4 correctly used 
the phpBB-specific classes (postbody, author, content) 
which it likely picked up from context or training 
knowledge. It also identified that the "Next" page link is 
a literal "Next" text anchor in phpBB default template. 
It is worth noting that GPT-4 was not prompted with 
specific class names – it reasoned them by itself, dem-
onstrating the model’s internal knowledge of phpBB 
HTML structure.

For models like Claude 2, the approach was similar. 
Claude tended to be very redundant with comments and 
sometimes over-engineered the solution (e.g., writing 
separate functions to parse a page). Compared to GPT-
4, Claude also produced correct logic and even handled 
edge cases correctly like when a page has no "Next" link. 
On the other hand, Mistral 7B model, being a much 
smaller model, had experienced greater difficulty. Its 
first attempt at generating code often missed details (for 
example, it might not find the correct post container div, 
or it may stop after one page due to not recognizing the 
pagination element). By refining the prompt or provid-
ing an example HTML snippet to Mistral, it could cor-
rect itself to succeed in simple cases, but it was less reli-
able as out-of-the-box scraper code generation tool. This 
highlights a trade-off between large proprietary models 
and smaller open-source ones, which will be evaluated 
in the results.

“You are an expert web scraper. Write a Python script using requests and BeautifulSoup to 
scrape all posts from a given phpBB forum thread URL. The script should handle pagination 
by finding the 'next page' link or appropriate page parameters, and collect the author, 
timestamp, and text of each post. Assume the forum is public (no login needed).”

Listing 1. An example of an LLM code generation prompt

http://sinteza.singidunum.ac.rs
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3.3. EXECUTION AND DATA COLLECTION

After obtaining the code from the LLM, the next step 
is to run the scraper and collect the data. For this work 
and experiments, the generated script was manually ex-
ecuted to verify the correctness and to collect basic met-
rics. The focus of the evaluation was: Does the script suc-
cessfully retrieve all posts from the forum (or thread)? 
And if so, how efficient is it (in terms of requests made 
or duplicates avoided)?

The advantage of having the forum exact type tech-
nology is the potential to optimize the crawling since 
the traversing structure can be known in advance. For 
instance, knowing the URL pattern, the LLM could de-
cide to construct the URL for the last page of a thread 
(using information about total posts). SInFo did this 
by calculating the page index for the latest content [1]. 
Experiment with prompting GPT-4 to incorporate such 
logic in one case, was in the form of instruction “First 
fetch the thread’s last page to get the latest posts, then 
retrieve earlier pages if needed and if they exist.” GPT-
4 responded with a complex approach which compli-
cated the code. For simplicity and reliability, the main 
implementations in experiments remain regular forward 
pagination (page 1 → page 2 → ...). This returns all posts 
without needing to guess positions and is easier to vali-
date for completeness.

It is important to note that while the LLM could in 
theory parse the HTML itself (without generating code) 
– as done in some end-to-end LLM scraping demos [12], 
having a concrete script offers persistence. The script 
can be reused to crawl the forum regularly, or shared, 
without requiring an LLM each time. Here, the LLM is 
observed as a “crawler generator”. The main workload 
of the data extraction after that can be done by the code, 

which is efficient in execution, not the LLM. This ad-
dresses a common concern that LLM as a scraper might 
be slow or expensive if used for every page or frequently 
on a very large forum. Here, the LLM’s cost is one time 
(per site) to produce a scraper code, comparable to a 
human developer writing it, but much faster.

3.4. LLMS COMPARED

Three different LLMs to the above tasks were 
observed on their differences: GPT-4, Claude 2, and 
Mistral 7B. Table 1 provides a summary comparison. 
GPT-4 (through OpenAI API, 8k context version) is 
the largest and generally most capable model that was 
tested in this work. Claude 2 (Anthropic model, ~100k 
context) is also a top-tier model with the notable advan-
tage of a much larger context window. This in principle 
allows feeding it with a whole forum HTML page (tens 
of thousands of tokens) in one request. Mistral 7B is an 
open-source model released in late 2023. While not spe-
cifically a code model, in this work, the instruct variant 
was used with some success. 

The prompting methodology was kept as consist-
ent as possible. The same high-level prompts were used 
and only the details were adjusted necessary for each 
model (e.g., simplifying instructions for Mistral due to 
its smaller capacity). For GPT-4 and Claude, the tem-
perature was set to 0 to minimize randomness, ensuring 
the outputted code is deterministic and focused. Mistral, 
being less deterministic even at low temperatures, some-
times generated different codes. The Mistral model ran a 
few times to take the best outcome for fairness.

Table 1. Comparison of LLMs for forum scraper generation

LLM  
Model

Size/Type
Speed  

(gen. tokens)
Code  

Accuracy
Context  
Window

Notes

GPT-4 
(OpenAI)

~180B,  
Proprietary

~2-3 tokens/sec 
(API)

Very High –  
correct on first 
try for all tests< 
robust logic

~8K tokens (std. 
32K variant 
available)

Best reasoning abilities; knows common 
forum patterns internally; slower and 
costlier.

Cloude 2  
(Anthropic)

~120B,  
Proprietary

~5-7 tokens/sec 
(API)

Very High –  
correct in first try 
(small fix needed 
for one case)

100K tokens
Very large input capacity (good for long 
HTML); slightly more natural code  
comments; fast generation.

Mistral 7B 
(Open)

7B,  
Open-source 
model

~20+ tokens/
sec (local GPU)

Moderate – 
needed iterative 
prompting; prone 
to minor mistakes

~4K tokens  
(instruct variant)

Runs locally (no API needs); much 
weaker out-of-the box knowledge;  
can succeed with guided prompts.
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4.	 EXPERIMENTS

Experiments were conducted to evaluate the accura-
cy and reliability of the LLM-generated scrapers, and to 
compare LLM performance in terms of speed and qual-
ity for this task. Representative forums were selected for 
each of the four target technologies (phpBB, vBulletin, 
SMF, Discuz). The detailed report was only on phpBB 
and SMF cases; the other two technologies were done in 
a more limited fashion due to time and scope of this pa-
per, but the results were similar to phpBB and vBulletin.

For testing phpBB, the “Everything Search Engine” 
forum (voidtools.com/forum) was used. This forum sta-
tistics (as of March 2025) indicate over 21,000 posts in 
the support section alone, making it a robust test for 
scraping. For SMF, the “Fractal Softworks” forum was 
used (fractalsoftworks.com/forum), which is an SMF 
forum with ~109k posts in its general discussion board. 
Both forums are open access, no login is required to 
read. The approach was also verified on a smaller vBul-
letin forum and a Discuz! forum board with an English 
interface.

Testing pipeline was: feed an HTML snippet to LLM 
for detection, then prompt for code generation, then ex-
ecute the code. The following were measured: (a) Was 
the platform correctly identified? (b) Did the code run 
without errors? (c) Did it successfully retrieve the ex-
pected number of posts? (d) How many HTTP requests 
did it use, and did it avoid unnecessary pages? And (e) 
time taken for the LLM to generate the code and for the 
code to run.

5.	 RESULTS

LLM Detection and code generation: All tested 
LLMs correctly identified the forum software in all 
cases where a clear signature was present (phpBB and 
SMF tests). For vBulletin, the HTML snippet that was 
provided was less explicit (the forum had removed the 
"Powered by" footer), but GPT-4 still reasoned it was 
vBulletin (likely from a meta tag and form field names), 
whereas Mistral misclassified it as “maybe phpBB or 
custom.” This indicates that larger models have an ad-
vantage in hard to detect recognition tasks. Once the 
forum technology was known, GPT-4 and Claude 2 
generated working code on the first try for both phpBB 
and SMF forums. Table 2 shows the scraping results. 
For the phpBB forum, the GPT-4 generated script suc-
cessfully scraped all 4,008 threads and 21,239 posts from 
the “Support” board, by iterating through 40 pages of 

thread listings and then crawling each thread’s pages. 
The entire crawl was completed in about 15 minutes. 
Claude 2 script was equally successful on phpBB. On 
the SMF forum, both models also managed to scrape the 
target board (General Discussion with ~7,906 topics and 
109,942 posts). One minor issue arose on Claude for the 
SMF where initially generated code didn’t construct the 
next page URL correctly (SMF requires adding an offset 
like .15 to the topic parameter). In both forums, Mistral 
7B eventually produced a functional scraper but only 
after iterative prompting and guidance.

Speed and Efficiency: In terms of generation speed, 
GPT-4 was slower (it took ~30 seconds to output ~60 
lines of code). Claude 2 was faster, producing similar 
length code in ~10 seconds. Mistral (running on a local 
machine with 1×A100 GPU in this test) was extremely 
fast in generating code – on the order of 20 tokens per 
second – but since it needed multiple tries, the total 
time to get the correct code was a couple of minutes. 
The scraping runtime for each script was comparable 
since they all used Python requests: the differences came 
down to how many requests were made. All scrapers 
successfully followed pagination and did not get dead 
locked in loops or miss pages. The number of page fetch-
es roughly matched the number of pages in each forum 
section plus each thread. This is quite efficient given the 
scale, and importantly, it is the minimal required to get 
all posts. 

Accuracy of Data: The scraped data were checked 
for errors. For instance, the first and last posts of cer-
tain threads were compared to the live website. In both 
cases, they matched exactly, including formatting. Both 
GPT-4 and Claude scrapers achieved 100% post recall 
on the tested forums. When finally worked Mistral code 
also got all posts from a couple of test threads, but it 
wasn’t run on the full forum due to lower confidence in 
its generalization.

LLM Comparison: Table 1 summarizes the compar-
ison among GPT-4, Claude 2, and Mistral 7B. GPT-4 
demonstrated the highest reliability, consistently pro-
ducing correct and well-structured code. It also tended 
to handle unexpected site anomalies better. Claude 2 
advantages were its speed and extremely large context 
window. A big quality gap was not noticed between the 
models, both were excellent, with Claude making some 
minor mistakes. Mistral 7B clearly fell behind in under-
standing and needed more explicit instructions. Its main 
benefit is being open-source, so it can be self-hosted and 
fast. 

http://sinteza.singidunum.ac.rs
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Table 2 highlights the end-to-end effectiveness on 
test forums. Overall, GPT-4 and Claude 2 are both ex-
cellent choices for implementing this type of scraping. 
Mistral 7B, while not as out of the box solution, is a 
promising sign that even lightweight models, which will 
only improve in coming years, could handle such tasks, 
especially if specialized code focused versions are used.

6.	 CONCLUSION

In this work, an LLM-based crawling approach is in-
troduced that automates the detection and scraping of 
forums across technologies like phpBB, SMF, vBulletin, 
and Discuz, reducing manual effort. The results indicate 
that an LLM-driven approach to forum crawling is not 
only feasible, but also significantly influential. Unlike 
traditional crawlers, this method uses LLMs to gener-
ate customized scraping code based on forum structure. 
Experiments show that GPT-4 and Claude 2 produce ac-
curate, efficient scrapers, while even smaller models like 
Mistral 7B can succeed with guidance. This lowers the 
entry barrier for web data collection and demonstrates 
the real potential of AI-assisted code generation. The de-
velopment time for a new scraper is reduced from po-
tentially days, if done manually, to minutes with proper 
LLM prompts. Moreover, the ability of LLMs to gener-
alize well means that even if a forum theme or layout 
changes, the scraper code will still be correctly generat-
ed. The approach is extensible to other semi-structured 
web domains and opens paths for self-repairing, scalable 
scraping systems. 

In conclusion, this experiment demonstrates that 
LLMs can serve as powerful allies in web forum crawl-
ing, automating what used to be time consuming engi-
neering work.
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