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EFFECTS OF ADAM OPTIMIZER VARIANTS ON BRAIN TUMOR 
SEGMENTATION TASK

Abstract: 
In medical image analysis, accurately segmenting brain tumors is still very 
challenging, motivating researchers to explore advanced deep-learning 
methods. While U-Net models have produced promising results, improving 
their performance through optimized training techniques is still necessary. 
Given that Adam is commonly used as the default optimizer in such tasks, 
our study explores the impact of different Adam optimizer variants on U-Net 
performance using the well-known BraTS 2020 dataset. We evaluated Adam, 
AdamW, Adagrad, Adamax, Adafactor, and RMSprop optimizers, comparing 
their performance using key metrics such as training loss, validation loss, 
F-score, Intersection over Union (IoU), precision, and recall. The obtained 
results show that Adamax achieves the highest F-score (0.8120) and IoU 
score, demonstrating superior performance in segmenting tumor regions in 
medical images; AdamW also showed strong results with lower training and 
validation losses, as well as good precision and recall, highlighting its efficiency 
and accuracy. These findings emphasize the importance of selecting the right 
optimizer for Li-Net-based brain tumor segmentation and encourage further 
exploration into optimized training strategies in medical image analysis.

Keywords: 
Artificial Intelligence, Computer Vision, Medical Image Segmentation, 
Convolutional Neural Network, Deep Learning.

INTRODUCTION

Brain Tumor Segmentation [1-5] has always focused on evaluating 
state-of-the-art methods for segmenting brain tumors in multimodal 
magnetic resonance imaging scans (MRIs). The BraTS 2020 dataset, 
a widely used benchmark in the field, utilizes multi-dimensional pre-
operative MRI scans and primarily focuses on the segmentation task of 
intrinsically heterogeneous brain tumors, likely in appearance, shape, 
and histology, namely gliomas. Additionally, the dataset includes clini-
cal information such as overall survival, the clinical assessment of disease 
progression, and uncertainty estimation for expected tumor subregions; 
BraTS multimodal imaging data include native T1-weighted (T1), post-
contrast T1-weighted (T1Gd), T2-weighted (T2), and T2 Fluid Attenuated 
Inversion Recovery (T2-FLAIR) volumes, provided in Neuroimaging  
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Informatics Technology Initiative - NIfTI (.nii) format, 
these scans have been collected from various clinical 
procedures and imaging scanners at multiple institu-
tions, all contributing to the dataset.

This research paper utilized a pre-trained deep-
learning model for the brain tumor segmentation task 
using MRI scans. The model is trained on the BraTS 
2020 dataset and is designed to identify and segment the 
different tumor subregions (whole tumor, tumor core, 
and enhancing tumor). The primary goal of the experi-
ment is to evaluate the effectiveness of the other Adam 
optimizer variants in performing accurate segmenta-
tions on MRI scans while maintaining recall and preci-
sion without additional training. In contrast, we seek to 
determine whether and how the variations in the Adam 
optimizer's parameters affect the model's ability to ac-
curately segment tumor subregions while maintaining 
a reasonable true-positive and true-negative rate. This 
study's central research question is of paramount impor-
tance: To what extent do different variants of the Adam 
optimizer influence the segmentation performance of a 
U-Net model (Figure 1) on the BraTS 2020 brain tumor 
dataset? This question is not only significant for our re-
search but also for the broader field of medical image 
analysis and deep learning.

The Adam optimizer [6] is a widely recognized algo-
rithm in deep learning and often the default choice; the 
method leverages the advantages of AdaGrad [7] and 
RMSProp [8], adapting the learning rates for each pa-
rameter based on their historical gradients. However, 
subtle variations in its parameters influence its conver-
gence behavior and generalization performance. These 
differences often lead to variations in segmentation ac-
curacy, mostly in complex medical image segmentation 
tasks where precise boundary outline is critical. We aim 
to provide a comparative analysis of six popular Adam 
optimizer variants: Adafactor [9], Adagrad, Adam, 
Adamax [10], AdamW, and RMSProp, specifically for 
our segmentation task. By examining their core mecha-
nisms, strengths, and weaknesses, our analysis will pro-
vide insights into the suitability of each optimizer. More 
importantly, by leveraging a pre-trained model, we also 
aim to minimize computational costs while maintaining 
good segmentation accuracy, minimizing false rates, and 
retaining reasonable true positive rates. This research 
has practical implications for assisting radiologists in 
clinical decision-making, providing a practical and use-
able tool for the field of medical image analysis and deep 
learning.

The rest of this paper is organized as follows: Section 
2 describes the methodology and model architecture. 
Section 3 presents the experimental setup, results, and 
discussion, and Section 4 concludes the paper with key 
findings and directions for future work.

2.	 METHODOLOGY

In digital image processing and computer vision, 
the process of partitioning an image into various multi-
ple segments is known as the image segmentation task, 
where the goal is to simplify and transform the image 
representation to facilitate more efficient and accu-
rate analysis. Image segmentation primarily identifies 
boundaries and objects, such as lines, curves, and other 
structures, within images. Image segmentation involves 
assigning a label to each pixel in an image so that pixels 
with the same label share a common set of characteris-
tics. Our goal is to assign a unique label to each pixel, 
thereby outlining tumor boundaries in medical images.

The U-Net architecture is the most suitable archi-
tecture for our segmentation task due to its proven ef-
ficiency in medical image segmentation and its ability to 
handle limited training data, which results from several 
key characteristics:

i.	 Its encoder-decoder structure, based on the fully 
convolutional neural network principles pro-
posed in [11], effectively captures both high-level 
contextual information and low-level spatial de-
tails. The encoder extracts hierarchical features 
while the decoder reconstructs the segmentation 
map. Hence, a compelling feature hierarchy cap-
ture.

ii.	 Implementing skip connections that bridge the 
encoder and decoder enables the propagation of 
the finely grained spatial information to higher-
resolution layers. This is particularly vital in med-
ical image segmentation, where precisely defining 
tumor boundaries is challenging. It enhances its 
robustness with limited data.

iii.	The output of pixel-wise segmentation maps 
directly addresses the need for precise, detailed 
tumor subregion delineation.

The core concept involves augmenting a conventional 
contracting network by substituting pooling operations 
with upsampling operators. Consequently, these layers 
enhance the output resolution. Moreover, this data ena-
bles a subsequent convolutional layer to construct a pre-
cise output. A key innovation of U-Net is the increased 
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density of feature channels in the upsampling pathway, 
facilitating the propagation of contextual information to 
higher-resolution layers. Therefore, the expansive path-
way generates a U-shaped architecture and exhibits ap-
proximate symmetry with the contracting component. 
This tiling strategy is essential for applying the network 
to large images, as GPU memory limitations would 
otherwise constrain the resolution. The network utilizes 
only the valid portion of each convolution, excluding 
fully connected layers. The missing contextual informa-
tion is extrapolated through input image mirroring to 
predict pixels in the image's border region.

Our research utilizes the proposed U-Net model 
for the tumor segmentation task. The model comprises 
three primary components: the ResNet encoder, a U-
Net decoder, and a segmentation head. We utilized a 
ResNet encoder to extract a robust hierarchical feature. 
Its residual connections effectively address the vanishing 
gradient problem, enabling us to train deeper networks 
and capture more complex feature representations. The 
encoder begins with an initial convolutional layer, fol-
lowed by batch normalization, ReLU activation, and 
max pooling. Subsequently, four sequential layers, com-
posed of multiple Bottleneck blocks, perform feature 
extraction. Bottleneck blocks enhance computational 
efficiency while maintaining representational power. 
ResNet was used due to its strong ability to learn deep 
feature representations, which is particularly beneficial 
for analyzing complex medical images.

Moving on from the model, we will look at the Adam 
variant optimizers. Firstly, Adafactor offers significant 
memory efficiency, a crucial advantage when training 
large 2D U-Net models on high resolution images, po-
tentially allowing for more complex architectures with 
limited resources. It provides adaptive learning rates 
that effectively handle the dataset's diverse intensity 
distributions and tumor characteristics. However, it 
possesses a slower convergence, which increases overall 
training times. Additionally, Adagrad adapts the learn-
ing rate for each parameter based on the cumulative his-
tory of gradients, which is beneficial for sparse features 
that might emerge. However, its weakness is the prob-
ability that the learning rate decays aggressively over 
time, leading to a slow convergence. Adam itself is a 
widely adopted optimizer that combines adaptive learn-
ing rates with momentum, making it computationally 
efficient; it possesses a deep, faster convergence due to 
its adjustments of individual parameter learning rates. 
Another variant of this optimizer uses the infinity norm 
and exhibits a stable behavior across different learning 
rates and gradient scales; Adamax exhibits robustness 
to extreme gradients, translating to a more stable train-
ing process. However, Adamax can still be sensitive to 
hyperparameter selection. 

Figure 1. Model architecture
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Regarding the Adam optimizer, AdamW improves 
upon the standard Adam optimizers by decoupling the 
weight decay process, leading to a more effective L2 reg-
ularization [12], giving it a higher performance potential 
for this task. Lastly, RMSprop is another optimizer that 
uses a moving average of squared gradients to normal-
ize each parameter's learning rate, allowing it to handle 
parameters with diverse features. However, its perfor-
mance is sensitive to the choice of hyperparameters and 
its slow convergence in most cases.

3.	 EXPERIMENTAL RESULTS AND 
DISCUSSION

The experimental setup in this study is designed to 
evaluate the performance of various Adam optimizer vari-
ants when training a U-Net model for brain tumor seg-
mentation. The goal is to conduct a systematic comparison 
of these optimizers to determine how each influences seg-
mentation accuracy, training dynamics, and generalization 
ability. By analyzing key performance metrics, we aim to 
reveal the strengths and limitations of each optimizer vari-
ant within the context of medical image segmentation.

3.1. EXPERIMENTAL SETUP AND DATASET

Dataset preparation and setup for training involved 
key stages to ensure proper data organization, pre-
processing, and transformations. The dataset was ini-
tially sourced from the BraTS2020 training data, which 
is structured by extracting subject IDs from the CSV 
holding name-mapping data. Afterward, file paths are 
organized into separate categories corresponding to dif-
ferent MRI modalities, including the FLAIR, T1, T1CE, 
T2, and Segmentation masks (Figure 2), after which the 
currently structured dataset is subsequently stored in 
a CSV file for efficient access. The next stage involves 
loading the images using the NiBabel library that allows 
handling medical image files such as the one in question, 

NlfTl (.nii). The images are passed onto a center crop-
ping function, which ensures that the images maintain 
uniform dimensions across the dataset. Normalization is 
then applied to standardize pixel intensities, which con-
tributes to stabilizing the training process, speeds up the 
training process, and improves the model's convergence.

Furthermore, data augmentation techniques were 
carried out to enhance model generalization. We uti-
lized augmentation libraries from Albumentations and 
TorchVision for transformation operations such as im-
age flipping, rotation, and contrast adjustments. These 
steps were taken to collectively ensure that the dataset is 
well-prepared for training our deep learning model - as 
represented in Table 1.

Additionally, the dataset was divided into training 
(60%), validation (20%), and test (20%) sets. Individual 
MRI slices were extracted and stored in .npy format for 
good loading and processing. The U-Net model was 
trained using the previously mentioned optimizers, each 
with a learning rate 0.0001. At the same time, dice loss 
was applied to the model's softmax2d output to optimize 
multi-class segmentation, and the batch size was set to 
16 for training. We evaluated model performance using 
several metrics, including Intersection over Union (IoU) 
with a threshold of 0.5, F-score, precision, recall, train-
ing loss, and validation loss.

3.2. EXPERIMENTAL RESULTS AND DISCUSSION

This subsection describes the results of the experi-
ments conducted using the Adam optimizer variants 
mentioned to train the U-Net model on the BraTS2020 
dataset. The performance of these optimizer variants in 
terms of IoU, precision, recall, and F-score, as well as 
train and validation losses, provided insights into why 
Adamax had the best results. The comparative analysis 
is presented in Table 2.

Table 1. Parameter configuration

Parameter Value

Batch size 16

Learning rate 1e-4

Loss function DiceLoss 

Activation function ReLU

Epochs 200

http://sinteza.singidunum.ac.rs
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Figure 2. Sample modality visualizations

Table 2. Comparative analysis

Metric Adam AdamW Adagrad Adamax Adafactor RMSprop

Training loss 0.0025 0.0027 0.0171 0.0030 0.0097 0.0026

Validation loss 0.0108 0.0108 0.0183 0.0104 0.0124 0.0108

F-score 0.7964 0.7979 0.7105 0.8120 0.7661 0.8027

IoU-score 0.7087 0.7105 0.6125 0.7238 0.6743 0.7136

Precision 0.8711 0.8684 0.8670 0.8678 0.8713 0.8521

Recall 0.7810 0.7860 0.6869 0.8005 0.7486 0.7978

Figure 3-6. The first plot (top left) shows the Intersection of Union score across the epochs. The second plot
(top right) displays the F-score with the third (on the right) and the validation loss across epochs

http://sinteza.singidunum.ac.rs
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The experimental results (Figure 3-6) first showed 
a rapid initial loss reduction in both training and vali-
dation. The training dynamics across these optimiz-
ers showed a consistent pattern. Most of the methods 
show a rapid loss reduction, with convergence to stable 
loss values between 25 and 30 epochs; the training and 
validation curves mirrored each other with exceptional 
precision, including minimal overfitting and robust 
learning mechanisms, which suggests that the Adam op-
timizer family that is characterized by adaptive learning 
rates and momentum-based updates are very-well suit-
ed for the task. Within the first 75-100 epochs, we also 
observed stabilization for the IoU scores and precision 
and recall, after which the performance gains became 
increasingly marginal. This observation underscored the 
importance of early training stages and suggested that 
extended training may yield diminishing returns. How-
ever, Adamax's infinity norm variant appeared adept 
at handling parameter magnitudes variations, which 
should explain its performance advantage. 

The precision scores, which represent the ability of 
the model to avoid false positives, were relatively similar 
across all three optimizers, with Adam achieving the 
highest precision (0.8711), followed closely by AdamW 
(0.8684) and Adamax (0.8678). This suggests that all 
three optimizers are reasonably effective at minimizing 
the prediction of tumor regions where none exist. How-
ever, Adamax demonstrated the highest recall (0.8005), 
followed by AdamW (0.7860) and Adam (0.7810). 
Recall measures the ability of the model to identify all 
actual positive cases, meaning Adamax was more suc-
cessful in detecting all the tumor regions present in the 
BRATS2020 dataset compared to the other two opti-
mizers. Overall, the initial analysis of the performance 
metrics suggests that Adamax outperformed both Adam 
and AdamW on key segmentation metrics and gener-

alization ability despite a slightly higher training loss. 
AdamW showed a marginal improvement over Adam 
in terms of the F-score and IoU score while maintaining 
the same validation loss.

While these results, as well as the predicted segmen-
tations (Figure 7) seem rather compelling, they were not 
without limitations. Our analysis and experiments were 
conducted on a single dataset and experimental setup, 
which implies that generalizability will require further 
investigation and study. Nevertheless, the findings 
align closely with the existing context of adaptive opti-
mization techniques, reinforcing the effectiveness of the 
Adam optimizer family. From a practical perspective, 
the results provide a clear recommendation. Adamax 
emerges as the preferred choice for tasks requiring a 
balanced performance, while the standard Adam serves 
as a robust alternative. The minimal variability between 
the tested optimizers suggests that other researchers and 
practitioners can confidently select from this optimizer 
family with a relatively low risk of significant perfor-
mance degradation. 

4.	 CONCLUSION

The findings of this study provide practical insights 
for researchers in medical image segmentation, par-
ticularly those using the BraTS dataset. Based on the 
obtained results, Adamax is the most effective opti-
mizer among the other evaluated optimizers, offering 
superior segmentation accuracy and generalization 
capabilities. The outcome also highlights the potential 
benefits of Adamax's robustness to extreme gradients 
and noisy data, which are a widespread challenge in 
medical image analysis and many other deep-learning 
tasks.

Figure 3. Visualization for the model’s predicted segmentation sample
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Hence, for tasks that resemble or are of the BraTS 
challenge, optimizers such as Adamax stand as strong 
candidates due to their ability to handle the complexities 
of medical image gradients. However, it is crucial to be 
mindful of its potential sensitivity to hyperparameter se-
lection and conduct thorough tuning. AdamW remains 
a generally recommended optimizer for deep learning 
tasks, especially when dealing with complex datasets 
such as BraTS 2020, as well as models where regulariza-
tion plays a vital role. The slight improvement observed 
over ordinary Adam further supports its use in medi-
cal image segmentation to achieve a good balance be-
tween performance and stability. Finally, future research 
should investigate the performance of these optimizers 
further across different BraTS datasets, as well as other 
models, potentially looking to hybrid models that utilize 
U-Net as a base model - potentially with more extensive 
hyperparameter tuning. 
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