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ETHICAL CONCERNS AND MASS AGENTIC AI ADOPTION

Abstract: 
The arrival of agentic artificial intelligence (AI) marks a significant jump 
in the evolution of intelligent systems. Unlike AI so far, which primarily 
operates within predefined parameters, agentic AI possesses the capability 
to autonomously perceive, reason, act, and learn from its environment. This 
new paradigm enables AI agents to solve complex, multi–step problems 
and interact with various tools and data sources independently. Rather than 
executing commands or routines set by humans, Agentic AI systems are 
intended to adjust their strategies and explore their environments as needed. 
Agentic AI's sophisticated reasoning and iterative planning abilities are set-
tled to transform numerous industries. From optimizing supply chains and 
personalizing customer service to enhancing healthcare and automating 
complex tasks, the potential applications are vast and varied. However, with 
these advancements come challenges, including the need to address biases, 
ensure ethical use, and establish robust regulatory frameworks. This paper 
explores the foundational principles of Agentic AI, its current and potential 
applications, and the ethical considerations that must guide its development 
and deployment. By examining these aspects, the aim is to provide a good 
understanding of how Agentic AI can be used to drive innovation while 
mitigating associated risks.
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INTRODUCTION

Agentic artificial intelligence (AI) is an autonomous or semi–autono-
mous software entity that can process data, form decisions and take ac-
tions in the digital and physical world. It can process information and 
perform tasks, rather than just generating answers like many of the chat-
bots seen in recent years. 

AI chatbots use generative AI to provide responses. It is important 
to highlight that chatbot response will be original, but highly depend-
ent on already known or most frequently repeated information. When a 
person asks a question, the chatbot utilizes natural language processing 
to respond. Agentic AI goes beyond [1]. It stands out due to its autonomy 
and ability to independently pursue specific goals while learning from 
feedback. Agentic AI continuously monitors and processes data inputs, 
as well as inputs from the users. 
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Based on those inputs, it autonomously makes in-
formed decisions and takes actions, if needed. It also 
learns from its experiences and mistakes. In essence, 
Agentic AI can autonomously perform complex tasks 
in real time [2]. The adoption of generative AI has 
surpassed all the entertainment platforms in terms of 
adoption time, as illustrated in Figure 1. The speed at 
which it was adopted is immense considering that the 
entertainment industry is of much higher interest to the 
general public. However, the impact of AI and visions of 
a cyberpunk future have prevailed against the interests 
of the average person.

When examining the differences between generative 
AI and agentic AI, three main points are notable: it fo-
cuses on decision–making rather than content creation, 
it operates independently, targeting specific goals such 
as increasing sales, enhancing customer satisfaction, 
or improving employee experiences, without needing 
human prompts, and agentic AI can perform complex 
tasks and independently search through various data-
bases and data sources.

Mass application of agentic AI is the next step, as 
its use cases are vast. This work reviews its numerous 
applications and provides a perspective on the ethical 
dilemmas associated with it. Without considering the 
possible job shortages that such systems would produce, 
healthcare concerns are first to be raised [4]. There must 
exist a standard before approving that the AI in such an 
environment is safe for human use. Therefore the goal 
of this work is to provide a connection between the use 
cases and risks that they bring with their use.

2. AGENTIC AI USE CASES

Agentic AI can boost productivity and efficiency for 
security, financial operations, software development, 
customer engagement, digital marketing, knowledge ac-
quisition, and more [5]. As Agentic AI can self–correct 
and improve over time, it is expected to accelerate, op-
timise and boost productivity and system performance.

Predictions from Oracle and Gartner are saying 
that Agentic AI will soon find its way into 33% of en-
terprise software applications, replacing 20% of human 
interactions and making 15% of day–to–day workplace 
decisions by 2028 [6]. In addition, the global market for 
Agentic AI is projected to reach $120 billion by 2030, 
driven by ever–increasing investments in AI technolo-
gies and their applications across various industries [7].

Autonomous vehicles are well–known examples of 
agentic AI today. These vehicles use multimodal models 
to process data from sensors like cameras, light detec-
tion and ranging (LiDAR), a technology that measures 
distance with laser beams, and radar. This helps them 
understand their surroundings, recognise objects, and 
make decisions for safe navigation. They use predictive 
algorithms to respond faster than humans, preventing 
dangerous situations. By processing sensor data and 
using deep learning algorithms, autonomous vehicles 
can determine the best route, reduce travel time, and 
identify obstacles in real time. Waymo's driverless cars, 
originating from Google's self–driving car project is the 
world's earliest autonomous ride–hailing service and a 
great example of Agentic AI in action [8].

Figure 1. Speed of adoption of revolutionary technological platforms [3]
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Agentic AI systems, with their advanced decision–
making and execution abilities, are excellent platforms 
for experimentation and innovation. Multi–agent AI 
models can quickly scan and analyse large research 
spaces, like scientific articles and databases, much faster 
than human researchers. SciAgents, developed by MIT, 
are robot scientists to create research plans and a critic 
agent  to review and improve them [9]. As an example, 
these two AI agents identified a new biomaterial made 
from silk and dandelion pigments, which has better me-
chanical and optical properties and requires less energy 
to produce.

An Agentic customer service agent can predict if a 
delivery will be late, notify the customer about the de-
lay, and offer a discount to ease their disappointment. 
Agentic AI can search through thousands of databases 
and apps to solve customer queries and complaints [10]. 
These chatbots learn from each interaction and suggest 
actions for human agents. They can also check its con-
tent for accuracy and compliance and recommend im-
provements to the customer knowledge base.

For sales agents, the essential task of identifying and 
nurturing sales leads can often be overwhelmed by nu-
merous emails, paperwork, and other routine but neces-
sary administrative duties. AI systems designed for sales 
can significantly reduce the time spent on these activi-
ties. For instance, Salesforce has introduced its Agent 
Force service development rep [11] to support human 
sales teams. Using large language models (LLM), this AI 
can understand customer messages, suggest follow–up 
actions, schedule meetings, answer inquiries, and create 
responses that match the company's brand voice. Addi-
tionally, the agent force sales coach offers personalized 
feedback to sales agents and provides learning opportu-
nities through virtual role–play sessions.

The ability of agentic AI systems to adapt to vari-
ous environments, understand human emotions, and 
demonstrate empathy makes them well–suited for non–
routine, soft–skills tasks in fields like healthcare and 
caregiving. Hippocratic AI [12], a healthcare company 
based in California, has developed a range of AI agents 
specialized in different aspects of healthcare and social 
support. Among these agents is Sarah – who is known 
for her warmth and understanding in assisting with dai-
ly living activities. Sarah can engage with patients about 
their day, manage meal plans and transportation, and 
remind them to take their medication. Another agent, 
Judy, supports patients with pre–operative procedures 
by providing reminders about arrival times, locations, 
and instructions on fasting or medication adjustments.

In the gaming industry, Agentic AI has a lot of things 
to offer. Enhancing the behaviour of bots in video games 
is one of them. Non–player characters (NPC) are charac-
ters in video games that are not controlled by the human 
player – like enemies, allies, merchants, quest givers, etc. 
While traditional NPCs follow pre–programmed scripts 
or simple learning algorithms, agentic AI enables NPCs 
to exhibit more complex and adaptive behaviours. By 
using the reinforcement learning technique, NPCs can 
learn from their environment and improve their actions 
over time, based on rewards and penalties [13]. For ex-
ample, NPCs can engage in more natural and varied 
conversations, responding to the player's choices, or if 
a human player acts aggressively, NPCs might become 
more hostile or wary.

There is significant potential for using Agentic AI 
in human resource management. For example, in talent 
management, AI agents can analyse employee perfor-
mance data, identify skill gaps, and recommend person-
alized development plans [14]. This approach ensures 
that employees receive targeted training and opportu-
nities for career growth. Another valuable application 
is in employee engagement and retention. Agentic AI 
can monitor employee satisfaction through sentiment 
analysis of feedback and interactions. It can also sug-
gest interventions to enhance employee experience and 
engagement, that result in reducing turnover. 

The adoption of AI in some countries is high accord-
ing to the IBM AI adoption index [15]. This index shows 
the percentage of enterprises that actively deploy tech-
nologies reliant on AI. The data is self–reported by the 
companies included in the survey. The country with the 
highest AI adoption index is India, amounting to almost 
60% usage. The country with the lowest adoption rate 
was Australia, however, this should not be considered 
generally as bad, since most of the countries do not even 
make it on this list.

There are a lot of talks about AI, but what will re-
ally separate companies from their competitors, when it 
comes to AI agenda – is reliable, legal, and proprietary 
data at scale. According to EY research, 83% of senior 
leaders recognise there is a gap in their capabilities and 
believe that their AI adoption would accelerate if they 
had stronger data infrastructure. Furthermore, 67% of 
senior leaders also admit their lack of infrastructure is 
actively holding back AI adoption [16].   
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This concept emphasizes that the quality of output 
from an AI system is directly dependent on the quality 
of the input data it receives. For Agentic AI, which relies 
on vast amounts of data to learn, reason, and make de-
cisions autonomously, ensuring high–quality, accurate, 
and unbiased input data is crucial. Poor quality data can 
lead to flawed reasoning, biased outcomes, and ineffec-
tive actions, undermining the potential benefits of such 
advanced AI systems [17]. For this reason, Agentic AI 
may not be perceived as completely trustworthy. Similar 
to how human teams can struggle with unclear or poorly 
communicated goals, Agentic AI systems can also fail if 
their objectives are not clearly defined.

3. RISK MANAGEMENT

As AI models become more advanced and agentic, 
they may also become less predictable and sometimes 
more ethically ambiguous. To address these risks, or-
ganizations should establish guidelines, risk manage-
ment frameworks, and governance protocols. These 
measures will help ensure that Agentic systems priori-
tise legality, data privacy, security, human rights, and 
corporate accountability.

It is crucial to develop strategies for securely inte-
grating this technology with existing system architec-
ture. Additionally, it is important to create fail–safe 
mechanisms to prevent systemic failures. Regular be-
havioural monitoring, observation, and system analysis 
should also be conducted.

The most important feature is the presence of a hu-
man–in–the–loop (HITL), ensuring that employees are 
strategically positioned to monitor and oversee agentic 
operations. Information security teams considering AI 
agent integration should review the entire workflow 
from an automation–only perspective and then de-
termine how to reintegrate human personnel into the 
agentic workflow. This requires education and training 
to ensure the workforce understands AI capabilities, 
benefits, and limitations.

While the risks and vulnerabilities are addressed, 
there are also costs associated with deploying and se-
curing AI agents in enterprise environments. Addition-
ally, there are unique governance challenges related to 
security assurance, regulation, legal accountability, data 
equity, and interoperability.

With great power comes great responsibility. As AI 
initiatives yield benefits, senior leaders must address the 
ethical implications and risks. Interest in responsible AI 
among senior leaders has increased over the past year, 
61% vs. 53% six months ago [16]. Respondents also in-
dicate that this interest will continue to grow over the 
next year. Consequently, more organizations are dedi-
cating time to training employees in responsible AI and 
increasing transparency with customers about AI usage.

The variety of fields affected by AI also poses another 
threat to safety. This technology is making its way into 
critical fields like EEG predictions [18], intrusion detec-
tion [19], crop yield [20], gold price prediction [21], and 
some not–so–critical but nonetheless very important 
like software defect prediction [22], fake news detection 
[23], and machine learning optimization [24].

Figure 2. IBM AI adoption rate index [15]
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The risks of AI use are depicted in Figure 3. It is 
shown how much of the data was hallucinated by gen-
erative agents. This is one of the most important topics 
regarding generative agents. The phenomenon of hal-
lucination in generative agents can be described as mak-
ing up information. This is a tendency of such agents 
when there is no usable data and no information in their 
knowledge base. The importance of this phenomenon is 
for the real–world use of such agents. They cannot be 
applied in critical fields until the rate of hallucinations 
is brought down to zero.

 
4. CONCLUSION

Agentic AI represents a significant advancement 
in AI, with the potential to transform various sectors. 
These systems, characterized by their ability to adapt, 
reason, and exhibit empathy, offer promising solutions 
for non–routine, soft–skills tasks. Agentic AI systems 
are still in the early stages of development. Although 
they have advanced reasoning and execution abilities, 
they do not eliminate traditional workforce manage-
ment challenges – they transform them. Similar to 
managing human teams, managers must consider team 
composition and role selection and set appropriate goals 
to ensure the success of Agentic AI or hybrid teams. Ad-
ditionally, managers need to determine when Agentic 
AI systems can be trusted to make decisions and when 
human intervention is necessary.

To utilise the full potential of Agentic AI, it is essen-
tial to establish comprehensive guidelines, risk manage-
ment frameworks, and governance protocols. Ensuring 
the presence of a HITL is crucial for monitoring and 
overseeing AI operations. Upskilling, reskilling, educa-
tion, and training programs are necessary to equip the 
workforce with a functional understanding of AI capa-
bilities, benefits, and limitations. Further advancements 
in AI should bring full autonomy, which raises the ques-
tion if it should be researched at all.

The lack of regulation is still a massive issue and the 
biggest threat from AI. This is an experimental technol-
ogy and should be treated as such, which requires some 
security precautions. Current awareness on this topic is 
low, and that is why this paper is important as it serves 
to provide a review of the current state of agentic AI and 
the risks of its use.

Figure 3. Hallucination rates of the popular generative agents [25]
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