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FEDERATED LEARNING SETTING FOR E-LEARNING COURSE 
RECOMMENDATIONS

Abstract: 
The main research problems addressed in this article refer to the complexity of 
maintaining Learning Management Systems, ensuring data privacy through-
out any analysis of that data, and personalizing learning, which can be a task 
requiring significant resources. The research aims to provide an answer that 
can address these problems through a Federated Learning setting, enabling 
cross-institutional cooperation and retaining the data in its place of origin. 
The research includes a simulation of such a Federated learning setting, which 
proved to be very interesting for identifying future challenges and directions 
for a tangible, real-world application. The simulation was built with a dataset 
comprised of students’ grades and interests in a first-year mandatory subject, 
E-business, taught at the University of Belgrade, Faculty of Organizational 
Sciences. This dataset was suitable for building a recommender system that 
can produce an intelligent suggestion for an elective course for each student 
individually based on their interests and academic achievements. 
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INTRODUCTION

Recent advances in the generation of immense volumes of data have 
raised concerns about leveraging the generated data in a privacy-
preserving manner. Consequently, a Federated Learning (hereinafter: 
FL) setting has emerged. The FL setting is a distributed machine learning 
technique where models are brought to local data on each node of the 
network, instead of centralizing vast volumes of data  [1]. Several authors 
have proposed the use of FL in education for data analysis [2] [3] or for 
detecting dropout rates [4]. One of the potential applications of the FL 
setting is training models across academic institutions to develop and 
sustain personalized learning. Personalized learning can be defined as a 
complex activity that considers individual needs and goals in the process 
of learning [5]. This research paper aims to develop a FL simulation for 
making intelligent recommendations for students regarding choosing 
an appropriate elective course depending on their previous knowledge 
and interests.
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2. RELATED WORK

The term FL was first introduced in [6] as a way to 
distribute the process of training a machine learning algo-
rithm by a federation of clients, such as mobile devices 
or several different companies and institutions. The 
term FL has since evolved into a machine learning 
setting in which client nodes collaborate in training a 
machine learning model on their local data, with a 
central server orchestrating the training process [7]. 

The training process of a machine learning algorithm 
via FL can be described in four steps. Firstly, the server 
initializes a global machine learning model. Next, client 
nodes download the global model and train it on their 
local data. Then, client nodes send back the model param-
eters to the server node. Finally, the server aggregates 
the parameters using the FL algorithm and updates the 
global model.  These steps are repeated until the model 
converges [8].

The FL paradigm has three different categories, 
depending on how data is partitioned in both feature 
and sample space: Vertical FL, Horizontal FL, and Fed-
erated Transfer Learning. Horizontal FL refers to a situ-
ation where clients hold data with the same features and 
different samples. Vertical FL refers to a situation where 
clients hold data with different features and share sam-
ples. Federated Transfer Learning refers to a situation 
where datasets differ in feature and sample spaces with 
limited overlaps [9] [10]. 

FL can also be categorized based on the amount of 
decentralization between the nodes as centralized (CFL), 
decentralized (DFL) and semi-decentralized FL (SDFL). 
In DFL, participants perform all four steps of the FL pro-
cess independently, SDFL participants perform the first 

three steps independently, the aggregator node handles 
the aggregation process and then passes the aggregator 
role to a new node in the next iteration of training. Cen-
tralized FL functions between a server node and several 
client nodes, as described in Figure 1 [11]. 

The justification for usage of the FL setting can be 
summarized as follows. First, machine learning algo-
rithms can be trained on separate data silos (e.g., sev-
eral medical institutions) in a privacy-preserving man-
ner, without the need for any silo to share its local data. 
Second, some data sources provide a large amount of 
real-time data, making it more efficient to move the 
model to the data rather than vice-versa. Third, many 
legal regulations can make sensitive data hard to move 
from the place of origin [12] [13] [14] [15]. 

From a practical perspective FL setting can be used 
in healthcare informatics [16] [17], and the banking 
industry in several directions, such as assessing credit 
risks [18], open banking [19] or credit fraud detection 
[20]. Practical applications can be found in IoT systems 
[21] [22], wireless communications [23], the automotive 
industry [24] Etc.

More specifically, practical usage of FL can be found 
in an e-learning setting. The concept of e-learning can 
be described as an educational process that leverages 
digital platforms and resources to facilitate the learning 
process and educational resources [25]. Research con-
ducted by [26] states that students often use the same 
edge devices (e.g., PCs, laptops, mobile phones) for both 
entertainment and study assignments, which can cause 
problems with maintaining focus on study tasks. The 
authors propose an FL architecture that collects data 
from students’ edge devices in a privacy-preserving way 
to train a classification model for students’ on-screen 

Figure 1. Federated learning process
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time that detects situations in which study tasks lose 
students’ attention due to entertainment. Research [27] 
recognizes the significance of personalized learning and 
the possibilities of implementing it in an e-learning set-
ting, where security and data privacy may arise. Recom-
mendation systems trained via an FL architecture are 
proposed as a solution for implementing personalized 
learning in a secure and privacy-preserving way.

The simulation of an FL setting for this paper was 
implemented through the Flower Framework. Flower 
is an FL framework that provides a unified approach to 
FL, analytics, and evaluation that can be applied to fed-
erating any workload or machine learning framework 
[28]. This research paper proposes a simulation of an 
FL setting in e-learning, specifically building a recom-
mendation model to suggest elective courses to students 
depending on their previous interests and academic ac-
complishments. The simulation environment represents 
an opportunity to identify the benefits of FL setting in 
e-learning, such as cross-institutional cooperation be-
tween academic institutions without the need to share 
raw data, learning personalization and possible integra-
tion with Learning Management Systems. 

3. METHODOLOGY

Data used for this research paper was collected from 
students enrolled in the Information Systems and Tech-
nologies undergraduate study program at the Faculty of 
Organizational Sciences, University of Belgrade. This 
study program focuses on applying computer science 
to construct solutions for business-oriented problems. 
More precisely, the dataset comprised students’ grades 
and topics of project-based activities from the first-year 
E-business course. E-business provides students with 
both theoretical and practical, introductory knowledge 
of building web-based applications. Course assessment 
consists of mandatory closed-format tests once a week, 
four project-based homework assignments and one ex-
ploratory essay designed to encourage students to ex-
plore state-of-the-art technologies regarding various 
topics of computer science such as blockchain, artificial 
intelligence, big data, cloud technologies, IoT solutions, 
etc. The procedure is described below.

Research began with collecting data from Moodle 
Learning Management System (LMS). The Department 
of E-business utilizes Moodle throughout the teaching 
process for posting lecture resources, communication 
with students, assessments and grading. As mentioned 
before, the dataset consists of students’ grades on vari-

Figure 2. Federated learning project architecture
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ous homework assignments and tests, with topics of their 
exploratory essays. The collected data was used to build 
an intelligent recommendation system that suggests elec-
tive courses for students based on their grades and previ-
ous interests expressed in essays done on the E-business 
course. The Dataset contains 609 student records.

In the process of building a recommender model 
data preparation involved replacing missing values 
with zeroes – assigning zero points to students who did 
not complete a particular assignment. Students who 
did not successfully complete the course were removed 
from the dataset. Numerical columns were normalized, 
and students were grouped into three clusters based on 
their performance in the E-business course. These clus-
ters served as recommendations for the level of elective 
courses that students should take. The clustering was 
performed using the K-Means algorithm, implemented 
with the scikit-learn library. Data containing elective 
courses topics and descriptions was processed using the 
Stanza library and transformed into TF-IDF matrices. 
The same procedure was applied to students' essay top-
ics and their respective categories. Cosine similarity was 
computed between the matrices representing course de-
scriptions and students' essays. The three highest simi-
larity scores were used to generate personalized elective 
course recommendations for each student.

The architecture of FL was built with Flower Frame-
work using two client nodes. Each client node received a 
global model initialized on the server node and returned 
updates to the global model. The server node aggregated 
the model updates using the Federated Averaging strategy.

4. RESULTS

As a result of training on students’ data, three clusters 
emerged:

• Cluster 0 – students with good performance and 
a minor lack of theoretical knowledge. 

• Cluster 1 – students that lack both theoretical and 
practical knowledge and should cover the basics 
again. 

• Cluster 2 - students that excel in the E-business 
course and have a great understanding of both 
theoretical and practical knowledge. 

Students from Cluster 0 were recommended inter-
mediate-level elective courses, Cluster 1 students were 
advised to choose elective courses which will cover the 
basics again, and students from Cluster 2 were encouraged 
to enroll in advanced elective courses.

Figure 3. Student clusters emerged from the K-Means clustering algorithm
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The top three elective course recommendations were 
generated for each student based on the similarity be-
tween their exploratory essay topics and elective course 
descriptions. For instance, students who wrote about 
IoT in their essays were recommended IoT-based elec-
tive courses.

5. CONCLUSION

This pilot research demonstrated a simulation of an 
FL setting implemented with Flower Framework. The 
study aimed to highlight the potential of applying feder-
ated learning in possible cross-institutional collabora-
tion and personalization of e-learning. The research also 
proves to be valuable in identifying potential challenges 
that may arise during the development of a true-to-life 
federated architecture.

Future research could focus on expanding cross-
institutional cooperation by building and deploying a 
fully functional FL system across multiple universities 
or faculties. This system could integrate real-time stu-
dent progress tracking and incorporate more complex 
metrics. However, several challenges must be addressed, 
including security risks in federated architectures, data 
heterogeneity across institutions (client nodes), and the 
need for a custom aggregation strategy tailored to vary-
ing data quality and volume at each institution. 
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