APPLICATION OF VIRTUAL REALITY WITH PRODUCTION ROBOTICS

Abstract:
Today’s television and production companies increasingly use modern technology to create and broadcast their content more efficiently and economically. This includes the use of VR (virtual reality) and AR (augmented reality), which have become one of the inevitable elements in production. In addition to enabling savings in equipping studios, these technologies also provide the possibility of maximum use of space, which enables an additional form of saving funds, especially in situations where more studios are needed. In television houses, Virtual Reality and Augmented Reality are often combined with production robotics, which is increasingly present, both in television and in production houses. Robots have become an indispensable part of production, providing a faster, more accurate, and economical solution for various tasks, from setting up the scenography to controlling the cameras themselves. This combination of modern technology and robotics allows television and production companies to improve their productivity and creativity, providing viewers with interesting and modern projects. In addition, this combination of modern technologies enables the creation of high-quality content with reduced operating costs. This paper describes the camera lens calibration process, with an explanation of the individual parts of the process to help you better understand the calibration process itself and avoid potential calibration problems.
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INTRODUCTION

Prior to commencing, it is important to familiarize yourself with a few concepts from manufacturing robotics: pan - moving the camera horizontally (left-right), tilt – moving the camera vertically (up-down), and zoom – enlargement.

Robot and virtual reality communication take place using the FreeD [1] protocol developed by BBC R&D. Today, it is supported by many other sound names in the field of production robotics. The main role of the FreeD protocol is to track robot positions (pan, tilt, zoom) and send them to the virtual studio, in this case, Unreal Engine 5 will be used for this. Unreal Engine is a popular tool for creating virtual reality, augmented reality, and video games [2]. It is written in C++ programming language [3].
It appeared for the first time in 1998 [4]. It is known for its high-quality graphics and scalability, as well as cross-platform support. Also, a potential problem that can arise when creating a virtual studio will be shown. Such systems are becoming more common every day in large and small television and production houses due to the large savings that can be achieved. In the past, for one show, it was necessary to provide a suitable space and several cameramen, while with today’s technology, it is possible to record several shows in one room with only one cameraman.

The integration of robots into virtual reality becomes a real challenge due to the need for precise coordination between physical robots and visual representation. If there is a lack of synchronization between the robot and virtual reality, there will be a problem with the output image, so there may be deviations in the position of some virtual objects. One of the leading problems [5] in the combination of robotics with virtual reality is the so-called lens breathing. That problem arises because of the physical characteristics of the society itself on the lenses. That problem can be solved by integrating advanced sensors for determining the distortion of society as well as its actual distance about means for calibrating society. In addition to the breathing lens in virtual reality, one of the main problems is the positioning of the physical object in the virtual one. If there is a problem with precisely tracking the position of the physical robot, objects in the virtual world may be displaced or distorted concerning real space. Furthermore, the delay in updating data between the real and virtual worlds can cause not synchronized and delayed responses, which further leads to a loss of user experience and not-so-applicable technology. In further work, the techniques used to solve these problems will be presented.

As already explained, lens breathing is one of the leading problems in the combination of production robotics and virtual reality, some of the methods for solving this problem are: the use of external lens calibration tools, the use of Unreal Engine filters to reduce the effect, use of lens calibration algorithms

Unreal Engine allows users to calibrate the camera using simple tools and a plug-in in the editor itself. This camera calibration process generates the data needed to precisely align the virtual cameras with the physical camera’s position in space and model the distortion of the physical camera’s lens. This designed approach makes it easier for users to just use it without the need for professional staff.

2. CAMERA CALIBRATION STEPS

The calibration of each new camera is very important for the whole process of connecting the real and virtual world. Every time the camera is changed, it is necessary to re-calibrate due to the very physical properties of the camera, which will be described below. Individual properties of the camera will be shown, as well as their theoretical basis for a better understanding of the camera’s characteristics, which are necessary to understand for successful camera calibration.

Zoom, focus, and iris calibration plug-in lens element file to convert zoom, focus, and iris values to physical units used in Unreal Engine. Unopened input values can include absolute or normalized encoder positions that Unreal Engine receives from the outside world via LiveLink [4], so it is necessary to convert them to the appropriate units. Calibration data can depend and vary depending on focus and zoom, so it is necessary to calibrate using multiple calibration points for the best possible quality. In addition to lens calibration, it is also necessary to determine lens distortion. Distortion of society can be determined based on the Brown-Conrady [6] model, which uses five distortion parameters (K1, K2, K3, P1, P2). Parameters K1,K2,K3 represent the radial distortion coefficient, while P1 and P2 represent the tangential distortion parameter.

\[
\begin{align*}
  xu &= x d + (yd – yc) (K1r2 + K2r4 + ...) + (P1 \frac{r2 + 2}{r2 + 2} \frac{yd – yc}{x d – x c} + 2P2 \frac{yd – yc}{y d – y c}) (1 + P3r2 + P4r4...) \\
  yu &= y d + (yd – yc) (K1r2 + K2r4 + ...) + (2P1[xd – xc] + P2 [r2 + 2(yd – yc)](1 + P3r2 + P4r4...)
\end{align*}
\]


Equation 1 shows Brown-Conrady model, the terms in the equations: \(yd\) and \(xd\) refer to the coordinates for the distorted points, \(yu\) and \(xu\) represent the point of the undistorted image, \((xc, yc)\) is the distortion center, \(Kn\) represents the \(n^\text{th}\) radial distortion coefficients, \(Pn\) is the coefficient for the \(n^\text{th}\) tangential distortion, \(r\) is the square root of \((x – x_c)^2 + (y – y_c)^2\) [7].

The focal length combined with the center of the image defines how the 3D points in the coordinate system are mapped to the 2D image. They also need to be calibrated for the exact camera model. The focal distance is represented as a 2D vector (\(Fy / Fx\)) [8]. To get a general view, the zoom distance is stored as a normal value that is divided by the height and width of the image or by resolution in pixels.
Figure 1 is an example of where the points needed to calculate the focal length are located on the camera. Equation 2 represents the formula for calculating the focal length.

\[ f = \frac{1}{\frac{1}{o} + \frac{1}{i}} \]

Equation 2. Focal length calculation.

The nodal point of the lens is the point where the light rays converge. In Unreal Engine, it is very important to place the virtual camera on the nodal point to ensure that the virtual objects are aligned. This part of the calibration should find the point between the real and the virtual camera. The nodal point represents the place where light enters the lens without any deviations. This point is of great importance as it helps the virtual and real image to be displayed in proper perspective and alignment, an example of the nodal point is shown in Figure 2.

3. CALIBRATION PROCESS

It is also necessary to prepare a virtual environment that requires adding a connection with the camera and preparing the environment and lighting in which the calibration process itself will take place. Subsequently, it is necessary to enter the parameters of the specific lens in Unreal Engine for the calibration to be successful. The parameters of the camera mean the parameters listed above, such as focal length, lens distortion, etc. When all the parameters are entered and when the virtual and real scenes are ready, the calibration process begins.

The first step is to determine the checkerboard [9], Figure 3, distance and enter it in Unreal Engine, after that it is necessary to take pictures of the checkerboard in as many positions as possible so that the calibration is as accurate as possible, as shown in Figure 4.

Unreal Engine will use the OpenCV [10] library to determine the calibration and as a result, will return the calibration parameters that need to be saved, as shown in Figure 5.
Figure 3. Checkerboard for lens calibration.

Figure 4. Screenshot from Unreal Engine, sample image for calibration image.

Figure 5. Output from OpenCV library for lens calibration.

Figure 6. Focus values after calibration.
Figure 6 presents a diagram of how lens values for focus (focus distance) look. Figure 7 presents a diagram of how lens values for zoom (focal length) look.

4. CONCLUSION

This work represents one of the examples where today all the representation is the use of modern technology, which includes a combination of hardware (robotic) systems as well as modern software solutions. Unreal Engine, even if it was primarily created for the growth of the gaming industry, has also greatly expanded its application in broadcast agencies. The possibilities of VR/AR solutions are advancing more and more every day, both because of the potential for improving the world, and because of the cost reduction of the agencies that own it.

The paper presents one of the leading problems in the broadcast industry as well as one of the potential solutions. By improving the Unreal Engine itself in the future, the possibilities will increase and newer versions of the software will be developed, which will greatly facilitate the work of people who will work with those systems.

In addition to the applications mentioned above, virtual reality has many applications [11] in other industries as well [12]. With the constant progress and improvement of people and software solutions, virtual reality will gradually spread to other areas of everyday life.
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