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Abstract: 
This article discusses the problem of measuring information quality through the 
lenses of Solow's "information paradox" in economic theory, drawing insights 
from fields such as system science, cybernetics, complexity science, and action 
theory. The author's research focuses on the pragmatic facet of information 
quality, which examines the success of information application in human 
activity. The article argues that mathematical models of multi-level changes 
in varying conditions must be created to study the pragmatic aspects of infor-
mation quality. The aim is to develop a formal representation and predictive 
explanation of information applications, which could lead to accurate predic-
tions of the impact of information applications based on mathematical models. 
The complex nature of multi-level changes and cause-and-effect relationships 
in information-driven systems makes building these models challenging. The 
article highlights several interrelated research directions in this area.
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INTRODUCTION

In 1987 Nobel Prize laureate Robert Solow [1] described his informa-
tion technology paradox: “We can see the computer age everywhere but 
in the productivity statistics”. Despite various facets of the paradox being 
explained – at least partially, many times over, for example in [2] – [6] 
soon half a century passed, but this paradox tends to reincarnate oneself 
in one form or another. For example, in 2023 new report was published 
[3] about the very same paradox formulated for artificial intelligence 
applications by businesses. Still, modern research does not show clear 
growth in productivity due to information technology use. For example, 
recent Goldman Sachs research shows paradox still can be found as Para-
dox 2.0. I am trying to discuss this paradox from a wider view.

First, from a multidisciplinary view, it is not just a productivity or 
even economy theory problem, but a wider problem of information ap-
plication peculiarities in the human activity of various kinds and quality 
obtained, due to information application, and practical results. Second, 
as a more general viewpoint of activity theory and information applica-
tion by humans in activity. Third, as a problem of Cybernetics, System 
sciences and Complexity science. 
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It may come as a surprise that these issues were not 
yet studied enough. Information application is at the 
cornerstone of activity theory [7], cybernetics, system-
ics, and complexity science [8], [9]. Still, we can plan 
space missions predictively, we can design and build 
rockets to fly to other planets at certain times, to certain 
points in the universe, predictively, with very high ac-
curacy, based on the laws of ballistic and thermodynam-
ics. We may know almost for certain where spacecraft 
will be in years, at which point, and why – based on 
cybernetics and system science, among other sciences. 
But compare this with what we can do when predict-
ing information application. Generally, we can measure 
entropy and some other characteristics of information 
but cannot predict which results will be obtained with 
the information used. Such a situation looks extremely 
strange, considering the role of information application 
in human society. Our appearance as a species is to a 
large extent the result of our ability to process informa-
tion, to communicate in our actions with other humans 
and later, to socialize activity. But we cannot yet predict 
the results of information application. As Russian poet 
Fedor Tutchev wrote, “We cannot know further ways of 
our word – how it’ll be drifted.” And there are scores of 
examples in history when “our word” changed almost 
everything, and it is always the word that precedes all 
changes made by humans. This system-theoretic, cy-
bernetic, and action-theoretic statement is directly re-
flected in the first part of the first statement of the Old 
Testament: “In the beginning was the Word, and the 
Word was with God, and the Word was God” (John, 
1:1). Still, we are unable to measure and predict what, 
how and when our own words will change us and the 
world around us. Looks very different from the space-
craft case. Further, the creation of the first societies and 
multiple civilizations has a direct cause in progress using 
information. Some stunning facts about this were the 
first known cases of information used by the first per-
son in history whose name is known nowadays: Kushim 
from Mesopotamia, more than 5 000 years ago. He used 
information for bookkeeping and human activity. And 
signed it. Another known case from the same time. Beer 
recipe. From similar old times. Still actually used by us 
nowadays. Finally, if you will look at what is left after us, 
you will find out that the most valued artifacts from his-
tory are information artifacts. It is religious texts, myths, 
writings, and books. Photos and letters. Records. It is 
not material things civilizations used to produce or con-
sume, but informational artifacts. Still, we have made a 
little effort to understand how that information is used, 
and what results we may predict. 

But – we are experiencing a clear "digital revolution" 
– still being unable, to a large extent, to predict its results. 
Like, for example, many modern creators of artificial 
intelligence (AI) openly discuss that they are being 
unable to predict the results of the latest AI incarnations 
use due to possible harm to human activity. Again, looks 
very different from rocket science results. 

2.	 STATE OF THE RESEARCH 

Concerning the state of the research in the fields, 
related to information use, it is urgent to notice relations 
of activity, causation, and information use in a broader 
sense. "Causation can be understood as the transfer of 
information, if information is understood in the proper 
way as a physical mode" [10]. Further, "Causation can 
be represented as a computational process dynamically 
embodied in matter or whatever other "stuff" is involved, 
in which at least some initial information is retained in 
each stage of the process" and "The most dominant current 
view of cognition is the syntactic computational view". 

Thus, to describe information use, it can be con-
sidered a kind of use causation in nature – by humans. 
This use occurs due to humans' ability to act in nature 
based on cognition and consciousness and the use of 
causation. Action can be naturally represented by com-
putation. These considerations provide hope for creat-
ing formal means of activity computational modeling 
regarding information use for causation in action. Such 
formal means can be based on the quantification and 
computation of forms. These formalisms should have a 
predictive nature and be able to explain possible future 
causal relations and their characteristics. I believe that 
they could be created using metamodels (representing 
meta-forms) and programming languages to support 
computational predictive formal modeling. As of now, 
for reasoning about information use various frame-
works of best practices applied. Such frameworks are 
rarely based on formal, predictive models [11].  Formal-
izing this knowledge and building computational mod-
els based on "best practices" as well as on the data, col-
lected during human actions may allow a significant rise 
capability of the system due to IT use. As stated in [12] 
“When an event ek∈E occurs, we may say that it is associ-
ated with some kind of information. In a system (multi-
robot system considered), events may be classified along 
three classes, depending on the type of conveyed infor-
mation: (1) internal events, concerning the robot’s ac-
tivities and information gathered internally by the robot 
(e.g. end of an internal processing task, reaching some 
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position, etc.); (2) external events, concerning changes 
on the mission execution environment and information 
obtained through the robot’s sensors (e.g. detection of 
an obstacle, finding an object relevant to the mission 
execution, observing the movements of another robot in 
the team, etc.); and (3) received messages, concerning the 
information provided by other team members (e.g. de-
tection of an environmental condition, individual state 
information, a negotiation bid, synchronization-related 
information, etc.).” Then, relative performance variation 

          and relative mission cost           estimated considering 

event ok occurrence, Then, information utility associated 
with the event occurrence ok is measured by the dimen-
sionless ratio uk of the values mentioned. 

Next, state transition graphs are used to account for 
information values. It is worth noticing, that the author 
uses similar ideas, but based on measure-theoretic and 
probability theory, to suggest measures of system po-
tential. 

Automatic abstraction [13], [14] in scientific research 
can be used to build models of possible states, transi-
tions, and cause-and-effect relationships depending on 
the information obtained. In [14] a new computational 
model of multiple abstractions of knowledge is proposed. 
This model is called Multi-AH (Abstract Hierarchical)-
graph and is an extension of work on mobile robot 
navigation. It allowed for representing different types 
of relations between concepts, and virtually any kind of 
information, both in the form of concepts and relations 
and in the form of annotations attached to those con-
cepts and relations.

Building models of activity regarding information 
use can be considered as a subdomain of Higher Order 
Mining [37], which encompasses methods for the dis-
covery of knowledge by processing models (instead of 
data), such as meta-learning, model adaptation, model 
comparison, temporal mining, mining models (i.e., clus-
tering of association rules) and Change Mining – the dis-
covery of changes in evolving models. In [15] stated that 
"the need to store, maintain, query and update models 
derived from the data has been recognized and advocat-
ed. However, these are only two aspects of the dynamic 
world that must be analyzed with data mining: The world 
is changing and so do the accumulating data and, ul-
timately, the models derived from them. The challenge 
does not only lay in adapting the models to the changing 
world but also to analyze how the models change and 
when they do so". The authors of [15] proposed a new 
paradigm for data mining in the evolving world. 

Change models, as well as data models, can require 
higher-order models. The same applies to information 
and knowledge models. However, the role of higher or-
der models in data, information, and knowledge use, 
in building and application of data, information, and 
knowledge is not yet described enough. The reason for 
this is, in my opinion, lower-level models of data, in-
formation, and knowledge use are not yet developed 
to the needed extent. This, in turn, is based on the ab-
sence of a solid concept of information applications in 
general and the role of high-order models in this – in 
particular. I am suggesting an explanation of data, in-
formation, and knowledge use as a hierarchical process 
of various aspects of activity model creation and fur-
ther use of models created for action problem-solving 
purposes. This includes complex, higher order, predic-
tive, dynamical models of activity construction and use, 
including such aspects of activity, which are related to 
answering complex questions about activity. According 
to such an explanation, activity models are complex in 
various ways or directions. First, activity always consists 
of some interrelated parts, at least – subject and object, 
as well as means of action and possibly other parts and 
relations between them. This direction is traditionally 
described by various combinations of parts possible (by 
varieties and holarchies) – in activity theory.  Second, 
the direction related to predictions of the possible fu-
ture outcomes depends on decisions made and actions 
fulfilled. Third, reflections of objects and relations are 
mentioned of various kinds and various levels in some 
reflection hierarchies. Such reflections are used to solve 
problems, raised before humans when we perform our 
activity. If to represent various directions as orthogonal 
coordinates, moving along coordinates can be explained 
as solving a system problem with the use of information 
of various kinds and various hierarchies in reflection or-
der. An example can be seen in Figure 1.

In terms of the axis, by holarchy axis V, moving to 
a higher variety (less holarchy) will mean considering 
more parts of activity (including subject, object, and 
means parts) and more relations between them, which 
is common in various models of activity theory. By pos-
sible future outcomes (possible effects, P) of actions axis, 
moving by axis will mean better results of actions fit-
ness to demands, according to goal, i.e. better results. 
By reflection axis R, moving to higher order reflection 
hierarchy would mean a kind of abstraction and back – 
kind of concretization. 

http://sinteza.singidunum.ac.rs


71
Sinteza 2023
submit your manuscript | sinteza.singidunum.ac.rs

Information Technology Session

SINTEZA 2023
INTERNATIONAL SCIENTIFIC CONFERENCE ON INFORMATION TECHNOLOGY, COMPUTER SCIENCE, AND DATA SCIENCE

Thus, to represent the decision of human action 
problem, we may represent the initial problem formula-
tion as a vector (or possible vectors) on the plane defined 
by variety V and possible effects P axis. Vector represents 
desirable types of outcomes by starting state and finish 
state.  The decision of the problem could be represented 
as moving up by reflection axis R – by abstraction or 
other types of reflection – or example, till an abstract 
decision can be generated, and then – moving back to 
concretize and implement abstract decision obtained in 
practice. Such a way of the decision is the reminiscence 
of many systems theoretic and cybernetics methods to 
decide complex practical problems, with emphasis on 
information processing. Generally, such a trajectory in 
space of given coordinates would represent obtaining 
results of information used for solving practical (related 
to action, to human practice) problems. The next step 
in the research is to model and measure such trajectory 
and so – information use, based on formal mathematical 
models, predictively and quantitatively, because, as said 
by many researchers, "You can't manage what you don't 
measure". The quality of using information, information 
value, and business value of information has attracted 
researchers for decades. H. Tohonen, M. Kauppinen, 
and T. Manisto [16] conclude that the evaluation of IT 
business value is challenging and has been on both re-
search and practitioner agendas for more than two dec-
ades but remains a challenge. One reason for this is that 
such measures must, among other facets, represent the 
quality of purposeful changes in activity caused by ob-
tained information, particularly in changing conditions. 
This facet is closely related to the concept of information 
pragmatics. As stated by J. Talburt [17]: "That concept is 
the intent of the message—that is, to what use will the 
receiver put the information, and more importantly, 

will the information have value (utility) for the receiver 
in the context of its intended use? These three concepts 
of information format, meaning, and purpose form the 
foundation of information quality and allow it to be an-
chored in measurable terms. The same three concepts 
also underpin the study of signs and symbols known as 
semiotics, where they are called syntactic, semantics, and 
pragmatics." J. Talburt [17] formulated the main princi-
ples of information quality. The need for IQ measures 
includes measurements of the quality of deliberate po-
tential changes in actions due to information obtained, 
as well as the fitness of the results to changing demands. 
Predictive mathematical models for such measures, 
based on mathematical formalism, have not been devel-
oped yet. This is particularly the case for predictive math-
ematical modeling of the use of information for actions 
and the success of systems in changing conditions. This 
approach requires a description of the characteristics of 
the use of information for actions and measures of the 
success of such actions in changing conditions.

This approach can be seen as an extension of the Batini 
[18] and Scannapieco approach to evaluating the quality of 
information: we aim to investigate the relationship between 
the quality of information and the quality of the processes 
output (or, simply, the process quality) that make use of 
information to be produced. Since processes are made of 
decisions and actions, we aim in turn to relate information 
quality with the quality of actions and decisions that make 
use of information.… We want to deepen our understand-
ing of how the information processor, be it a human being 
or an automated process, can manage the fitness for use 
of the information consumed" [18], [19]. This approach is 
based on the concept, described by Y. Lee, R. Wang, and 
D. Strong as: "the concept of "fitness for use" is now widely 
adopted in the quality literature" [19]. 

R
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Point of problem 
decision ability

Point of problem 
description 

Point of problem 
decision practical use  

ABSTRACTION 
CURVE

CONCRETIZATION 
CURVE

Figure 1 – Illustration of human activity problems solving with the use of various kinds of reflections  
in the space defined by V, P, R axis.
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A review of the approaches for estimating the value 
of information, with a focus on fundamental and math-
ematical methods, was provided in [16] and by most 
other researchers using an empirical approach. As it is 
noticed by Y. Lee, R. Wang, and D. Strong about this 
approach: "The disadvantage is that the correctness or 
completeness of the results cannot be proven via funda-
mental principles" The fitness for use is investigated by 
[19]. As noticed by L. Floridi and P. Illari: "Qualitative 
descriptions of the meanings of words or phrases such as 
'information quality', or 'timeliness' are not the same as 
formal metrics required to measure them, and which are 
needed for implementation" [20]. The approach suggest-
ed in the article is based on a fundamental, predictive 
mathematical modeling approach to compute formal IQ 
measures based on the theory of system potential re-
sults already obtained. The approach further elaborates 
on concepts and models suggested in [21]. 

New measures, suggested by authors, are based on 
probabilistic and entropy measures, which are calcu-
lated with mathematical models of information use and 
its use success levels. Such measures and formal models 
may allow solving various problems of information use, 
and digital transformation as mathematical problems, 
such as operation research and mathematical program-
ming problems. Such an approach is like the approach to 
information processes modeling, suggested by C. Batini 
and M. Scannapieco in [22]. However, the approach has 
some deficiencies, as mentioned by its authors: "It does 
not distinguish between or provide specific formalisms 
for operational processes, which make use of elementary 
data, and decision processes, which use aggregated data" 
[18]. The reason for such a situation is defined by the 
nature of information processing. Such processing in-
evitably leads to the purposeful change of human action 
and the exchange with the environment [23].  But the 
mathematical models of such changes in human action 
are not yet available in the needed details. The situation 
could be improved with the use of various approaches 
available to describe the changeable activity, like the the-
ory of functional systems [24] – if it is operationalized 
with appropriate mathematical means. 

3. PROPOSED DIRECTIONS OF THE 
RESEARCH

Below are suggested hypotheses and formalisms to 
explain and formalize various research results related to 
the wider explanation of the "Solow paradox". 

1.	 Robert Solow: "We can see the computer age 
everywhere but in the productivity statistics". Possible 
system science, cybernetics, complexity science, and ac-
tion theory explanation: The economy does not produce 
more output with the same number of inputs because of 
IT use. Information technology does not change physi-
cal laws but changes possibilities to act, to innovate, 
helps to explain possible future results of actions and 
to change decisions and intentions (knowledge work 
made, information states produced). It is needed to re-
search possible changes caused by information due to 
further realized cause-and-effect relations, not just rela-
tions of inputs and outputs.  Various authors tried to 
explain the Solow paradox. Let us try to classify their 
main explanations, simultaneously suggesting system 
theoretic, cybernetic, and action theory versions of such 
explanations. Selected are three classes of explanations: 
prominent researcher of IT value problem, Eric Bryn-
jolfsson explanations, further authors explanations, and 
modern explanations.

2.	 First "wave" explanations (Eric Brynjolfsson, 
Paul Strassman, John Thorp from Fujitsu consulting 
group [4], [25], [26]): 2.1. Uneven and concentrated 
distribution of the labor productivity gains. Possible 
system science, cybernetics, complexity science, and 
action theory explanation: Physical ("material") results 
(effects) enhancements can be obtained sporadically 
and unevenly because (2.1.1) cause-and-effect relations 
changes do not necessarily happen once information 
obtained (input/output relation may be unchanged or 
minor changes happened immediately, some other re-
quirements have to be satisfied, some additional actions 
and events required in some systems, by some people), 
and (2.1.2) Information may change action entirely, 
including its goal and requirements to inputs and out-
puts, thus efficiencies of old and new ones cannot be 
compared, because results of an action before changes 
applied and after changes applied not comparable. For 
example, (2.1.1) for the ratio of input and output to be 
enhanced, some other additional actions shall lead to 
some needed events to enhance efficiency, and (2.1.2) 
enhanced action may lead to action or its results (prod-
uct or service) of better quality, or result, which satisfy 
other need, solve another task.
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2.2. Implementation lags. Possible system science, 
cybernetics, complexity science explanation: (2.2.1) 
Time is required to realize cause-effect relations once 
information changes. (2.2.2) To modernize, innovate, 
to progress chains of requirements can be needed to be 
satisfied, this may take various resources, complex ef-
forts, and some time. 

2.3. Mismeasurement. Possible system science, cy-
bernetics, complexity science explanation: (2.3.1) Not 
only input/output measures characterize actions change. 
Input and output quantity and quality (separately or to-
gether) as well as their changes of various kinds shall be 
considered too. (2.3.2) Other facets of actions and their 
results as well as changes may be required to measure, 
not just inputs and outputs.

3.	 OTHER PROMINENT AUTHORS' 
EXPLANATIONS. 

3.1. Free products and services created due to mod-
ern information technologies, which cannot be meas-
ured in terms of economic efficiency. Possible system 
science, cybernetics, complexity science explanation: 
Modern IT may lead to various free products and ser-
vices creation because of business models innovation, 
including the use of non-financial results, in some cases 
with hopes for future or indirect monetization [27]. 
They cannot be easily compared with traditional prod-
ucts and services due to differences in business models, 
among other differences in related activities.

3.2. New products and services or higher quality 
products and services created due to modern informa-
tion technologies. Possible system science, cybernetics, 
complexity science explanation: Modern IT may lead 
to various products and services creation or radical 
changes in their quality. Many of them are incompara-
ble with traditional products and services, the result of 
innovation and creative thinking, and cannot be easily 
measured concerning traditional products and services. 
For example, so-called "uberization" results are hard to 
compare to traditional businesses. 

4.	 NEWEST EXPLANATIONS OF MODERN 
DIGITAL TECHNOLOGIES PARADOXES 
[3] – [28].  

4.1. Competition mechanisms. Businesses, which do 
not use modern IT properly, tend to disappear. Possible 
system science, cybernetics, action theory, complexity sci-
ence explanation: IT use allows new, innovative, creative 

reactions to market changes, environmental changes, 
and on appropriate changes in the competition. Such 
reactions must incur information processing before they 
are realized. Competition is exceptionally dynamic. This 
system's dynamics shall be measured predictively, with 
mathematical models. Competition helps to create new, 
innovative products and services, and it is one of the 
facets of using information.

4.2. Price increase due to higher quality. Products 
and services of different qualities cannot be compared 
by the relation of their input to output. Possible system 
science, cybernetics, complexity science explanation: A 
product or service with better quality shall be consid-
ered a new product. The new product may solve other 
tasks, have other functions, have other stakeholders, 
and other requirements. For example, traditional wire 
phones cannot be compared with modern smartphones. 
Traditional ones can be 1000 times cheaper and con-
sume 1000 times less energy. But it cannot perform all 
the 1000 tasks which modern smartphones can. We shall 
compare products and services by all possible functions, 
goals, and requirements they can fulfill – in various, 
changed conditions. Such a measure is not a measure of 
economic efficiency, but a more complex measure. For 
example, dynamic capability measures or the measure 
of the system potential regarding information use can 
be used [29] – [31].  

4.3. Monopolistic behavior. No comparison may ex-
ist for the products and services of monopolists. Possi-
ble system science, cybernetics, complexity science, and 
activity theory explanation:

Disregarding market position, business use of in-
formation brings results. The measure of that results 
correspondence to changing market and environmen-
tal conditions can be measured.  This measure of corre-
spondence can be enhanced concerning the measure be-
fore enhancement is made. Conceptional explanations 
provided should lead to further research which could 
lead to the creation of modern theory, with the potential 
to formally explain the formation of information use, 
thus able to predict the results of information use on 
mathematical models. Such formalisms, if created, could 
be used as part of system science, cybernetics, complex-
ity science, and activity theory to build models of in-
formation use and methods to predict such use results.
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5. CONCLUSION 

The problem of information use and its quality 
research are discussed. The pragmatic facet of informa-
tion quality is considered based on the system theoretic 
and cybernetic paradigm of information use. As a result, 
the facet of information quality is determined by infor-
mation used for actions in the systems discussed. It is 
shown that information is used in practice to change, 
enhance, to ensure systems actions’ success. The main 
features of the problem of information use and its quality 
research from a pragmatic viewpoint are discussed. To 
solve the problem, mathematical models of multi-level 
changes due to possible multi-level reflections obtained 
in possible changing conditions should be built. As well, 
appropriate measures of system success due to the speci-
fied multi-level reflections use shall be suggested. Such 
measures could be based, for example, on information 
use success assessment with mathematical predictive 
modeling of human activity results in fitness to the 
demands. They should allow deciding problems, devoted 
to possible purposeful alternating of systems and their 
functioning, due to information of various kinds use. 
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