Sinteza

BOOK OF PROCEEDINGS

INTERNATIONAL SCIENTIFIC CONFERENCE ON
INFORMATION TECHNOLOGY AND DATA

RELATED RESEARCH

Publishing of Conference Proceedings of the International Scientific Conference on Information Technology and Data Related Research - Sinteza 2022
has been supported by the Ministry of Education, Science and Technological Development of the Republic of Serbia.

Belgrade
April 16, 2022.
sinteza.singidunum.ac.rs



Sinteza

Singidunum University International Scientific Conference

SCIENTIFIC COMMITTEE

Milovan Stanisi¢, Singidunum University, Serbia

Endre Pap, Singidunum University, Serbia

Aleksandar Jevremovi¢, Singidunum University, Serbia
Andreja Stoji¢, Institute of Physics in Belgrade, Serbia
Bratislav Milovanovi¢, Singidunum University, Serbia

Dragan Cvetkovi¢, Singidunum University, Serbia

DPorde Obradovi¢, Singidunum University, Serbia

Goran Simi¢, Military Academy, University of Defence, Serbia
Gordana Dobrijevi¢, Singidunum University, Serbia

Gordana Jovanovi¢, Institute of Physics in Belgrade, Serbia
Ivan Cuk, Singidunum University, Serbia

Jelena Filipovi¢, Faculty of Philology, University of Belgrade, Serbia
Milo$ Antonijevi¢, Singidunum University, Serbia

Marina Marjanovi¢ Jakovljevi¢, Singidunum University, Serbia
Marko Tanaskovi¢, Singidunum University, Serbia

Marko Sarac, Singidunum University, Serbia

Milan Milosavljevi¢, Singidunum University, Serbia

Milan Tair, Singidunum University, Serbia

Milan Tuba, Singidunum University, Serbia

Milo$ Stojmenovi¢, Singidunum University, Serbia

Miodrag Zivkovi¢, Singidunum University, Serbia

Mirjana Perisi¢, Institute of Physics in Belgrade, Serbia
Miroslav Popovi¢, Singidunum University, Serbia

Mladen Veinovi¢, Singidunum University, Serbia

Mladan Jovanovi¢, Singidunum University, Serbia

Nebojsa Bacanin Dzakula, Singidunum University, Serbia
Nemanja Stanisi¢, Singidunum University, Serbia

Nina Dragicevi¢, Singidunum University, Serbia

Petar Spalevi¢, Faculty of Technical Sciences in Kosovska Mitrovica,
University of Pristina, Serbia

Predrag Popovi¢, Vinca Institute, Serbia

Radosav Pusi¢, Faculty of Philology, University of Belgrade, Serbia
Sanja Filipovi¢, Singidunum University, Serbia

Sasa Adamovi¢, Singidunum University, Serbia

Tijana Radojevi¢, Singidunum University, Serbia

Valentina Gavranovi¢, Singidunum University, Serbia

Zora Konjovi¢, Singidunum University, Serbia

L R R R R EE R R R R R R S S R TR R R R R IR 2 R R T R R TR 4

* 6 4 4 o+ o+ o

ORGANIZING COMMITTEE

*

¢ & o o o

* o

* o

L R R R R R R R R R R A 4

* 6 4 o+ o 0 o

Alexandru Nedelea, Stefan cel Mare University of Suceava, Romania
Aurora Pedro Bueno, Department of Applied Economics, University of
Valencia, Spain

Chen Yudong, Communication University of China, Beijing, People’s
Republic of China

Deastin O Conchtir, Scatterwork GmbH, Ireland
Diego Andina De la Fuente, Technical University of Madrid, Spain

Dusko Luka¢, Rheinische Fachhochschule Kéln — University of Applied
Sciences, Germany

Egons Lavendelis, Riga Technical University, Latvia

Gordana Pesakovi¢, Argosy University, USA

Hong Qi, Dalian University of Technology, China

Ivan Baji¢, Simon Fraser University, Canada

Ina Bikuviene, PhD Kauno kolegija- University of Applied Sciences,
Kaunas (Lithuania)

Jesus Amador Valdés Diaz de Villegas, Iberoamericana University,
Mexico

Jovica V. Milanovi¢, University of Manchester, United Kingdom

Juan Ruiz Ramirez, University of Veracruz, Mexico

Li Liwen, Beijing Foreign Studies University, Beijing, PR China
Lorenzo Fagiano, Polytechnico di Milano, Italy

Luis de la Torre Cubillo, UNED, Dpt. Informatica y Automatica,
Madrid, Spain

Luis Herndndez Goémez, Technical University of Madrid, Spain
Maarten De Vos, University of Oxford, United Kingdom

Maria Magdalena Hernandez Alarcén, University of Veracruz, Mexico
Mike Dawney, Middlesex University, United Kingdom

Moe Win, Massachusetts Institute of Technology, USA

Mohammed Ismail Elnaggar, The Ohio State University, USA

Natasa Vili¢, Filozofski fakultet, Univerzitet u Banja Luci, BiH

Nellie Swart, University of South Africa, Pretoria

Nuno Gongalo Coelho Costa Pombo, University Beira Interior, Portugal
Nuno Manuel Garcia dos Santos, University Beira Interior, Portugal
Riste Temjanovski, Goce Del¢ev University, Macedonia

Roberta Grossi, Horizons University, France

Simona Distinto, Department of Life and Environmental Sciences
University of Cagliari, Italia

Slobodan Lukovi¢, ALaRI, Switzerland

Snezana Lawrence, Bath Spa University, United Kingdom

Stanimir Sadinov, Technical University of Gabrovo, Bulgaria

Vassilis S. Moustakis, Technical University of Crete, Greece

Violeta Grubliene, Klaipeda University, Lithuania

Vladimir Terzija, University of Manchester, United Kingdom

Yipeng Liu, University of Electronic Science and Technology of China,

+ Milovan Stanisi¢ + Mladan Jovanovi¢ China

¢ Nebojsa Bacanin ¢ Srdan Markovi¢
Dzakula + Milan Tair

¢ Marko Tanaskovi¢ ¢ Aleksandar Mihajlovi¢

+ Mladen Veinovié + Petar Jakié¢

¢ Valentina Gavranovi¢ ¢ Uro$ Arnaut

+ Miroslav Popovi¢ + Milo$ Mravik

+ Nina Dragicevi¢ ¢ Jelena Gavrilovi¢

+ Miodrag Zivkovi¢ + Predrag Obradovi¢

o Ivan Cuk + Jovana Marici¢

+ Milo$ Antonijevi¢ + Milo§ Vignji¢

INTERNATIONAL SCIENTIFIC CONFERENCE ON INFORMATION TECHNOLOGY AND DATA RELATED RESEARCH

Contact us:

Singidunum University

32 Danijelova Street, 11010 Belgrade, Serbia
Phone No. +381 11 3093220, +381 11 3093290,
Fax. +381 11 3093294

E-mail: sinteza@singidunum.ac.rs

Web: sinteza.singidunum.ac.rs

Publisher: Singidunum University, 32 Danijelova Street, Belgrade
Editor-in-Chief: Milovan Stanisi¢, PhD

Prepress: Milo$ Visnji¢, Jovana Marici¢

Design: Aleksandar Mihajlovié

Year: 2022

Circulation: 75

Printed by: Caligraph, Belgrade

ISBN: 978-86-7912-800-3

Copyright © 2022

All rights reserved. No part of this work covered by the copyright herein may be reproduced, transmitted, stored or used in any form or by any means graphic, electronic, or mechanical,
including but not limited to photocopying, recording, scanning, digitizing, taping, Web distribution, information networks, or information storage and retrieval systems, without the prior
written permission of the publisher.



ABOUT SINTEZA 2022

The 9th International Scientific Conference Sinteza 2022 was held online following the current epidemiological

measures due to the pandemic caused by the Covid 19 virus.

International Scientific Conference SINTEZA provided an ideal platform for exchanging information and
disseminating best practices, ideas, and advancements in the state-of-the-art and technical improvements in

Information Technology and data-related research.

Rapid advances in Information Technologies (IT) in recent decades have had a considerable impact on numerous
facets of everyday life and have created tremendous opportunities for economic, technological and social gains
on a global scale. In particular, the advances in data science, blockchain technology, and optimisation techniques
are becoming the driving force behind many changes in both technology and business. The emergence of new
technologies has caused widespread expansion of the internet of things. At the same time, problems related to

cybersecurity, security of communications, and security in the cloud are becoming essential topics.

New technologies and scientific breakthroughs have already altered the working and living environments
making them safer, more convenient and more connected. These scientific advances are also used to solve

some of the most pressing problems our society faces today, such as climate change and environmental issues.

The conference sought submissions from academics, researchers, and industry professionals presenting novel
research on all practical and theoretical aspects of Information Technology and Data Related Research and
their applications in a range of business, engineering, environmental and research fields. Traditionally held
each year, the conference features several prominent keynote speakers and presentations organised in thematic
sessions covering topics such as computer science, information systems, IT security, IT and data science in
environmental engineering, education and sports. In addition, there was a student session reserved for research

work done by students (undergraduate, master and PhD level).

Sincerely,

Sinteza 2022 Organising Committee
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THEORETICAL COMPUTER SCIENCE AND ARTIFICIAL INTELLIGENCE SESSION

ANALYSIS OF BAYESIAN SYMBOLIC REGRESSION APPLIED
TO CRUDE OIL PRICE

Abstract:

Forecasting crude oil spot prices even in moderate time horizon, like, 1-month,
is not an easy task. Herein, the Bayesian Symbolic Regression (BSR) is applied
to forecast the WTT spot prices. This novel method applies Bayesian symbolic
trees methods to the Symbolic Regression. This type of econometric model can
be especially useful when variable (feature) selection is necessary, as well as,
model uncertainty emerges. Indeed, the literature claims that there can be several
important crude oil price predictors. The great advantage of Symbolic Regression
is its potential to “discover” the suitable functional form of a forecasting model.

Krzysztof Drachal*

Faculty of Economic Sciences,
University of Warsaw,
Warszawa, Poland

In particular, world oil production, OECD petroleum consumption, U.S. stocks,
MSCI World index, Chinese stock market index, VXO index, U.S. short-term
interest rate, the Kilian global economic activity index and U.S. exchange rate
were taken as explanatory variables. The period between 1989 and 2021 was
analysed. Monthly data were taken.

Several models were taken as benchmarks. In particular, Dynamic Model Averag-
ing (DMA), LASSO, RIDGE, the least-angle regressions, time-varying parameters
regression, ARIMA and the no-change (NAIVE) methods. Forecast accuracy
was measured by Root Mean Square Error (RMSE) and other commonly used
measures. Besides, forecasts were examined with the Diebold-Mariano test and
Model Confidence Set testing procedure.

A strong evidence was found in favour of DMA and ARIMA as superior models
(in a sense of forecast accuracy). However, BSR forecasts were found at least not
less accurate than those from many competing (benchmark) models.

Keywords:

Bayesian Econometrics, Forecasting, Genetic Programming, Model Uncertainty,
Symbolic Regression.

INTRODUCTION

Forecasting crude oil spot price is not an easy task. The problems
addressed in this research are two folds. First, there exist numerous po-
tentially important oil price drivers. Up to 1980s researchers were mostly
focusing on supply and demand factors. Later, the impact of exchange
rates was noticed. In 1990s much more has been observed about interac-

Correspondence: tions with financial markets, for instance, stock market indices, market
Krzysztof Drachal stress indices, etc. During 2000s and especially during the global financial

crisis much attention has been brought to speculative pressures. However,

e-mail: nowadays it is common to consider numerous factors to be important
kdrachal@wne.uw.edu.pl oil price drivers. Besides those mentioned already, several uncertainty
Sinteza 2022
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indices has been also constructed, etc. As a result there
exists uncertainty about the variable selection (feature
selection) when an econometric model, like, for exam-
ple, a multilinear regression, is constructed [1] [2] [3]
(4] [5] [6] (7] [8] [9] [10] [11] [12].

The second problem is that numerous researchers
observed that the impact of the given driver on the oil
price can be different in different time periods. Moreo-
ver, the set of the most important oil price drivers can
vary in time. As a result, it is desired for the modelling
scheme to be able to capture these two features: time-
varying parameters and time-varying structure of the
model itself [13] [14].

Besides, non-linear effects and complicated oil mar-
ket structure are also linked with the functional form
specification of a model. For example, whether some
non-linear terms should be include in a regression
model or not [15] [16].

Symbolic Regression is a method in which in the
initial stage a set of operators is created. Then, mimick-
ing the evolutionary processes of cross-over, mutation
and selection, the suitable functional form of a model is
discovered [17] [18]. Indeed, the standard approach to
Symbolic Regression is with Genetic Algorithms [19].
However, recently, it was proposed to replace Genetic
Algorithms in Symbolic Regression with Bayesian Sym-
bolic Trees.

First, the evolutionary discovering of a suitable func-
tional structure is then replaced by prior-posterior infer-
ence. Secondly, this methods seems to be computation-
ally more efficient [20].

Herein, 1-month ahead crude oil spot prices are
forecasted with the novel method of the Bayesian Sym-
bolic Regression (BSR).

2. DATA

Monthly data between Jan 1989 and Apr 2021 were
analysed. In particular, the time-series taken for the
analysis are reported in Table 1. The motivation for the
particular selection of explanatory variables is similar as
in [21]. In particular, the transformation codes mean:
0 - no transformation: Y - Y;1- 12-month logarithmic
difference: Y, — logY, - logY, ; 2 - logarithmic differ-
ence: Y, — logY, - logY, . Three different oil prices were
taken as response variables to check for robustness of
the outcomes. Before inserting into the models, the vari-
ables were also standardized [22]. Means and standard
deviations for this transformations were computed on
the basis of first 100 observations. Later, first 100 obser-
vations were taken as the in-sample period, and the next
observations as the out-of-sample period.

Abbreviation  Description Source Transformation
WTI Cushing, OK WTT spot price FOB (dollars per barrel) [23] 2
Brent Europe Brent spot price FOB (dollars per barrel) [23] 2
Dubai Crude oil, Dubai (dollars per barrel) [23] 2
Prod_glob World production of crude oil including lease condensate (Mb/d) [24] 1
Cons_OECD OECD refined petroleum products consumption (Mb/d) [24] 1
Stocks ghso s;ilgi ;:ecllz excluding SPR of crude oil and petroleum products [24] ]
MSCI_World MSCI World (developed markets, standard, large + mid cap, dollars) [25] 2
CHI Chinese stock markets (Hang Seng and Shanghai Composite glued at Dec 1990) [26] 2
VXO VXO (month-end closing values) [27] 0
R_short chijSui;:éo(lr}tE;;Zg;ury bill: secondary market rate, percent, not seasonally [28] 0
Ec_act Kilian index [29] 0
FX Real Narrow Effective Exchange Rate for United States, index 2010=100, not [28] )

seasonally adjusted (RNUSBIS)
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Table 1 — Time-series description.
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3. METHODOLOGY

The models estimated in this research are listed in
Table 2. If not stated otherwise, the models were esti-
mated recursively, i.e., since the the in-sample period
the forecast for time t+1 were computed with all the data
available up to the time ¢ [30]. The detailed description
of the applied models can be found in the original
papers cited.

In the Bayesian Symbolic Regression (BSR) the func-
tional form is assumed to be a linear composition of
(potentially non-linear) component functions. In other

words, let x, ,....x . be the explanatory time-series (after

Lo
transformations). Then, it is assumed that the response

time-series is modelled as

yt2ﬁ0+ﬁ1 *fJ ('xl,l,t-l’ - "xz,i,:-1)+'" +/3K*fK(xK,1,t-1’ . "xK,i,t-l)

with x, being some of explanatory variables out of
N =9 available ones, present in the i-th component, i.e.,
fi, with j={1,...,N} and i ={ 1,...,K}. The number of com-
ponents, K, must be kept fixed and set up in the first,
initial stage of the BSR. Coefficients j3, are estimated by
Ordinary Least Squares [20].

The following operators were used: neg(x) = -x and
standard addition +. This minimal set of operators let
us focus on variable selection issue, not on aspects with
non-linearities or variable transformation [31]. In the
Metropolis-Hastings algorithm in the BSR models M = 50
iterations were done.

The original BSR considers the outcome derived
in the last iteration. For the model averaging schemes
the outcomes from all M iterations can be applied. In
particular, let y ,.. Yo be the forecasts obtained from 50
iterations. Then, let w ,...,w, be the weights ascribed to
each of these forecasts. The weighted average forecast is
defined then by w * y +--+w_ *y_ [32] [33] [34].

For the Symbolic Regression with Genetic Program-
ming the population size was taken as 100 and genera-
tions were taken equal to 10. The cross-over probability
was set up at 0.95 and subtree, hoist and point mutations
probabilities were set up at 0.01. Root Mean Square Er-
ror (RMSE) was taken as the metric [35].

The cut-off limit for the Dynamic Model Averaging
(DMA) and the Bayesian Model Averaging (BMA) with
the dynamic Occam’s window [36] [37] was set up at 0.5
and number of models in the combination scheme was
limited to 1000 [30].
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Variance in the state space equation was updated
with Exponentially Weighted Moving Average method
with the parameter x = 0.97 [38]. In case of time-varying
parameters regression two models were estimated. The
first one with the forgetting factor A = 1 (TVP), which
corresponds to the BMA scheme. The second one with
1=0.99, which corresponds to the standard recommended
forgetting values and the usual implementation of the
DMA method.

The A parameter (another kind of a parameter, spe-
cific for penalized regressions) in the LASSO and the
least-angle regression (LARS) method was selected by
the t-fold cross-validation using Mean Square Error
(MAE) measure (with ¢ denoting the time period). In
the elastic net the following mixing parameters were
considered: 0.1, 0.2, ..., 0.9 [39] [40].

The forecast accuracy was measured with Root Mean
Square Error (RMSE), Mean Absolute Error (MAE) and
Mean Absolute Scaled Error (MASE) [41]. It was meas-
ured for raw time-series (after backward transforma-
tions of the outcomes derived from the models). Two
competing forecasts were compared with the Diebold-
Mariano test [42] with the modification of Harvey et
al. [43] and the Giacomini and Rossi fluctuation test
[44] [45]. Three values of the parameter p (correspond-
ing to the part of the sample used in the rolling testing
procedure) of the Giacomini and Rossi fluctuation test
were checked: p ={0.3,0.4,0.5 }. They represent approxi-
mately 7, 10 and 12 years windows. If more forecasts
were considered at the same time, they were compared
with the Model Confidence Set (MCS) testing procedure
with Squared Errors (SE) loss functions and TR statistic
[46] [47].

All computations were done in R and Python [48]
[49] [50] [51] [52].

Theoretical Computer Science and
Artificial Intelligence Session




Abbreviation ~ Description Source

BSR rec Bayesian Symbolic Regression (BSR) estimated recursively [20] [53]

BSR av MSE BSR m.odel averaging with weights inversely proportional to Mean Square Error (MSE) estimated [20]

rec recursively

BSRavEW rec BSR model averaging with equal weights estimated recursively [20]

BSRavLLrec  BSR model averaging with weights inversely proportional to log-likelihood estimated recursively ~ [20]

GP rec Symbolic Regression with Genetic Programming estimated recursively [35]

GP av MSE rec Zglnlz:::é }::Cgszls‘llzg with Genetic Programming with weights inversely proportional to MSE (35]

GPavEWrec  Symbolic Regression with Genetic Programming with equal weights estimated recursively [35]

BSR fix BSR with fixed parameters estimated over the in-sample period [20] [53]

BSR av MSE fix Ej;Rr rtrlllzciil_:;;r;lgeirli ::7(1)‘31 weights inversely proportional to MSE with fixed parameters estimated [20]

BSR av EW fix EeSEOr(rilodel averaging with equal weights with fixed parameters estimated over the in-sample [20]

BSR av LL fix leBSStinlzltc;iei 3::?5?5_ :\;ﬁlpﬁe;g:;itz Cilnversely proportional to log-likelihood with fixed parameters [20]

GP fix Symbolic Regression with Genetic Programming with fixed parameters estimated over the in- [35]
sample period

GPavis g Smbole eresion i Gl rogrmming i wghs vy propotnl s MSE Vs

GP av EW fix Z::lnl::tléz }z)iil;ets;io; _v;r;trlr]l pCl}s1}1;::triic:ol;rogramming with equal weights with fixed parameters (35]

Abbreviation ~ Description Source

DMA Dynamic Model Averaging with dynamic Occam’s window [36] [37] [30]

BMA Bayesian Model Averaging with dynamic Occam’s window [36] [37] [30]

DMA 1V Dynamic Model Averaging over one-variable models [36] [30]

DMS 1V Dynamic Model Selection over one-variable models [36] [30]

BMA 1V Bayesian Model Averaging over one-variable models [36] [30]

BMS 1V Bayesian Model Selection over one-variable models [36] [30]

LASSO LASSO regression estimated recursively [39]

RIDGE RIDGE regression estimated recursively [39]

EN Elastic net estimated recursively [39]

B-LASSO Bayesian LASSO regression estimated recursively [54]

B-RIDGRE Bayesian RIGDE regression estimated recursively (54]

LARS Least-angle regression estimated recursively [40]

TVP Time-Varying Parameters regression (A = 1) [36] [30]

TVP f Time-Varying Parameters regression (A = 0.99) [36] [30]

ARIMA Auto ARIMA [55]

HA Historical Average (recursive) [56]

NAIVE No-change forecast [56]

Table 2 — Models used in the research.
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4. RESULTS rec model can be said to be significantly less accurate
only comparing with the forecasts generated from the
DMA model. They cannot be said to be significantly less
Table 3 reports forecast accuracy measures for the

) i ] accurate than the forecasts from the other models. The
in-sample period, which was used to select the num-
ber of components K. In case of the WTI price RMSE

was minimised for K = 6, but two other measures were

same conclusions can be derived for the Brent price. In
case of the Dubai prices, additionally, the BSR rec fore-
casts were significantly less accurate than those from the
ARIMA model.

Table 6 reports the outcomes from the Diebold-

minimised with K = 5. As a result, K = 5 was taken for
the further analysis. In case of the Brent and the Dubai

prices K = 9 was preferred.
) ] Mariano test, in which forecasts from the recursively
The out-of-sample forecast accuracy is reported in . . . .
) estimated version of a given model were compared with
Table 4. In case of the WTT price all measures were
minimised by the DMA model. The BSR models tend
to generate smaller errors than the corresponding GP
models and the NATVE method. However, quite a few

models were able to generate smaller errors than the

the corresponding fixed estimations. The alternative hy-
pothesis was that the recursive version generated more
accurate forecasts than the fixed version of a model. In
case of the WTI price it can be said that, indeed, for BSR
o ] ] av MSE, BSR av LL and GP models recursive estimations
BSR models. Similar conclusions can be derived for the . . .

o improved forecast accuracy comparing with the fixed es-
Brent and the Dubai prices. Anyways, the BSR errors
were smaller than those from the NAIVE method. Sec-

ondly, it seems that applying model averaging schemes

timations. The same conclusions are valid for the Brent
and the Dubai prices.

The MCS procedure generated the superior set of
models in which the DMA and the ARIMA models
remained in case of the WTI price. The corresponding

slightly improved the forecast accuracies.

Table 5 reports the outcomes of the Diebold-Mari-
ano test. The DMA model was chosen as “the best” one.
In case of the DMA model the alternative hypothesis of
the test was that the DMA forecasts are more accurate

p-value was 0.4534. The same sets of models were gener-
ated by the MCS procedure in case of the Brent and the
Dubai prices. The corresponding p-values were 0.1466

than those from the competing tested model. In case of for the Brent price and 0.1372 for the Dubai price.

the BSR rec model the alternative hypothesis was that

the BSR forecasts were less accurate than those from the The outcomes from the Giacomini and Rossi fluctua-

competing tested model. The null hypothesis was that tion test are presented in Figure 1. Only the outcomes

both forecasts have the same accuracy. Assuming 5% for the WTI price and one value of  are reported. How-

significance level, for the WTT price forecasts generated ever, for other ofl prices or values of y the outcomes

by the DMA model were significantly more accurate were quite similar. Therefore, to keep this text concise
than all other forecasts except those from the ARIMA

model. On the other hand, the forecasts from the BSR

only this selected outcome is reported.

WTI Brent Dubai
K RMSE MAE MASE RMSE MAE MASE RMSE MAE MASE
1 2.4876 1.3295 1.1349 2.4739 1.3536 1.1295 2.1942 1.1858 1.1092
2 2.4809 1.3255 1.1316 2.4189 1.3292 1.1092 2.1788 1.2162 1.1376
3 2.4674 1.3244 1.1306 2.3824 1.3554 1.1310 2.1818 1.2135 1.1351
4 2.4420 1.3593 1.1604 2.4002 1.3062 1.0900 2.1931 1.1871 1.1104
5 2.4092 1.3067 1.1155 2.3946 1.3066 1.0903 2.1859 1.1964 1.1191
6 2.3949 1.3117 1.1198 2.4120 1.3669 1.1406 2.1668 1.1960 1.1187
7 2.4496 1.3074 1.1161 2.3358 1.3316 1.1112 2.1865 1.2153 1.1368
8 2.4207 1.3497 1.1522 2.4055 1.3833 1.1543 2.1595 1.2094 1.1313
9 2.4190 1.3462 1.1492 2.3244 1.2863 1.0733 2.0969 1.1768 1.1007

Table 3 - Forecast accuracies (in-sample).
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WTI Brent Dubai

Model RMSE MAE MASE RMSE MAE MASE RMSE MAE MASE
BSR rec 5.0792 3.6857 0.9961 5.1259 3.7679 0.9839 4.8835 3.3938 0.9724
BSR av MSE rec 5.1073 3.6441 0.9848 5.1672 3.7598 0.9818 4.8248 3.3822 0.9690
BSR av EW rec 5.1016 3.6307 0.9812 5.1582 3.7490 0.9790 4.8322 3.3900 0.9713
BSR av LL rec 5.1022 3.6368 0.9828 5.1606 3.7431 0.9774 4.8413 3.3877 0.9706
GP rec 5.4779 3.8469 1.0396 5.6416 4.0173 1.0490 5.3440 3.7039 1.0612
GP av MSE rec 5.3892 3.7878 1.0236 5.5263 3.9548 1.0327 52311 3.6452 1.0444
GP av EW rec 5.3946 3.7799 1.0215 5.5369 3.9450 1.0302 5.2370 3.6313 1.0404
BSR fix 6.1367 4.2968 1.1612 9.2911 6.5745 1.7168 5.5289 4.0240 1.1530
BSR av MSE fix 6.5785 4.7687 1.2887 7.2963 5.3265 1.3909 6.5456 4.7037 1.3477
BSR av EW fix 6.4214 4.6812 1.2651 7.2407 5.2980 1.3835 6.4014 4.5997 1.3179
BSR av LL fix 6.5152 4.7128 1.2736 6.9637 5.0966 1.3309 6.3896 4.5697 1.3093
GP fix 5.3620 3.9174 1.0587 5.4922 4.0507 1.0578 5.1852 3.7224 1.0665
Model RMSE MAE MASE RMSE MAE MASE RMSE MAE MASE
DMA 4.9166 3.5932 0.9711 4.9258 3.6853 0.9624 4.5489 3.2399 0.9283
BMA 5.1548 3.6720 0.9923 5.1569 3.7849 0.9884 4.8004 3.3708 0.9658
DMA 1V 5.1657 3.6960 0.9988 5.1978 3.7946 0.9909 4.8517 3.3393 0.9568
DMS 1V 5.0884 3.6901 0.9972 5.1461 3.7903 0.9898 4.8482 3.3641 0.9639
BMA 1V 5.2508 3.7007 1.0001 5.2682 3.8158 0.9964 4.9505 3.4093 0.9768
BMS 1V 5.2799 3.7278 1.0074 5.2792 3.8371 1.0020 4.9581 3.4332 0.9837
LASSO 5.1600 3.6683 0.9913 5.1897 3.7746 0.9857 4.8655 3.4006 0.9743
RIDGE 5.1451 3.6522 0.9870 5.1583 3.7473 0.9785 4.8571 3.3842 0.9696
EN 5.1510 3.6638 0.9901 5.1846 3.7702 0.9845 4.8785 3.4035 0.9751
B-LASSO 5.2384 3.6677 0.9912 5.2712 3.7894 0.9895 4.9649 3.4153 0.9786
B-RIDGRE 5.1657 3.6475 0.9857 5.2548 3.7959 0.9912 4.9187 3.3923 0.9720
LARS 5.1502 3.6911 0.9975 5.1288 3.7992 0.9921 4.8053 3.4520 0.9890
TVP 5.1557 3.7284 1.0076 5.1519 3.8355 1.0016 4.7752 3.4534 0.9895
TVP f 5.0883 3.7089 1.0023 5.1169 3.8350 1.0014 4.7424 3.4034 0.9751
ARIMA 5.0009 3.6229 0.9791 5.1405 3.7417 0.9771 4.6827 3.3023 0.9462
HA 33.2715 24.5524  6.6352  37.4096 27.4032  7.1559  36.7332 26.9924 7.7338
NAIVE 52934 3.7003 1.0000 5.3930 3.8295 1.0000 5.0807 3.4902 1.0000

Table 4 — Forecast accuracies (out-of-sample).

It can be seen that definitely HA method gener- This feature is the most clearly seen for periods
ated significantly less accurate forecasts than the DMA around 2011 and 2014. The outcomes from the Giac-
method over almost all analysed period. Between 2008 omini and Rossi fluctuation test weaken the evidence
and 2014 also GP models generated significantly less ac- provided by the Diebold-Mariano test already reported
curate forecasts. However, for the other models it seems previously in this text.

that the significance of generating more accurate fore-
casts by the DMA model was mostly temporary.
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WTI Brent Dubai

BSR rec 0.0332 0.0289 0.0083

BSR av MSE rec 0.0231 0.7057 0.0115 0.7972 0.0075 0.1359
BSR av EW rec 0.0256 0.6673 0.0134 0.7202 0.0054 0.1722
BSR av LL rec 0.0234 0.6859 0.0150 0.7318 0.0071 0.2007
GP rec 0.0055 0.9890 0.0013 0.9988 0.0007 0.9968
GP av MSE rec 0.0097 0.9792 0.0025 0.9978 0.0012 0.9927
GP av EW rec 0.0111 0.9761 0.0029 0.9972 0.0016 0.9907
BSR fix 0.0001 0.9999 0.0000 1.0000 0.0000 0.9978
BSR av MSE fix 0.0000 0.9999 0.0000 1.0000 0.0000 0.9998
BSR av EW fix 0.0000 0.9999 0.0000 1.0000 0.0000 0.9997
BSR av LL fix 0.0000 0.9999 0.0000 1.0000 0.0000 0.9998
GP fix 0.0043 0.9896 0.0005 0.9992 0.0002 0.9895
GP av MSE fix 0.0047 0.9884 0.0005 0.9991 0.0003 0.9883
GP av EW fix 0.0079 0.9802 0.0011 0.9983 0.0006 0.9796
DMA 0.0332 0.0289 0.0083
BMA 0.0256 0.7901 0.0396 0.6146 0.0066 0.1821
DMA 1V 0.0137 0.8418 0.0082 0.8116 0.0107 0.3722
DMS 1V 0.0341 0.5469 0.0117 0.5813 0.0077 0.3828
BMA 1V 0.0035 0.9800 0.0050 0.9442 0.0026 0.8008
BMS 1V 0.0026 0.9816 0.0096 0.9076 0.0012 0.7580
LASSO 0.0096 0.8375 0.0106 0.8115 0.0062 0.3795
RIDGE 0.0125 0.8403 0.0120 0.7223 0.0080 0.3186
EN 0.0128 0.8271 0.0113 0.8082 0.0052 0.4625
B-LASSO 0.0101 0.9569 0.0073 0.9785 0.0057 0.8650
B-RIDGRE 0.0211 0.8251 0.0069 0.9410 0.0117 0.6692
LARS 0.0047 0.8135 0.0094 0.5144 0.0040 0.1323
TVP 0.0024 0.8102 0.0061 0.6039 0.0047 0.1357
TVPf 0.0015 0.5325 0.0036 0.4723 0.0042 0.1687
ARIMA 0.2327 0.2060 0.0554 0.5598 0.1012 0.0414
HA 0.0000 1.0000 0.0000 1.0000 0.0000 1.0000
NAIVE 0.0199 0.9565 0.0063 0.9938 0.0035 0.9602

Table 5 - The Diebold-Mariano test outcomes (p-values).

5. CONCLUSIONS

Herein, the novel Bayesian Symbolic Regression
(BSR) method was applied to forecasting 1-month
ahead the WTT, the Brent and the Dubai oil spot prices.
Also, the usual Symbolic Regression, i.e., based on the
Genetic Programming was applied. Besides, several
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models dealing with variable uncertainty were also es-
timated. Common and standard benchmark models,
like, the no-change (NAIVE) or ARIMA models were
also estimated. First of all, some small improvement in
forecast accuracies can be found from model averag-
ing schemes (i.e., applying forecast combination as the
final prediction, instead of model selection approach,

Theoretical Computer Science and
Artificial Intelligence Session




SINTEZA 2022

INTERNATIONAL SCIENTIFIC CONFERENCE ON INFORMATION TECHNOLOGY AND DATA RELATED RESEARCH

WTI Brent Dubai
BSR 0.2943 0.2028 0.8641
BSR av MSE 0.6662 0.6601 0.1100
BSR av EW 0.0092 0.0022 0.0020
BSRav LL 0.0001 0.0000 0.0010
GP 0.0153 0.0018 0.0157
GP av MSE 0.5803 0.5887 0.6178
GP avEW 0.6879 0.7158 0.7386

Table 6 - The Diebold-Mariano test outcomes (p-values): recursive vs fixed estimations.

in which the final prediction is taken from exactly one than the competing benchmark models. Finally, in mod-
component model). Secondly, it could be found that,
statistically significantly, the Dynamic Model Averaging

and the ARIMA generated more accurate forecasts than

erate number of cases recursive estimations significantly
improved forecast accuracy over fixed parameters esti-
mation.

all other models. If the common Diebold-Mariano test

(considering the whole out-of-sample period at once)

supports this conclusion, the Giacomini-Rossi fluctua-

tion test (which distincts sub-periods in the analysed pe-

riod) provides less evidence towards such a conclusion.

However, there is also no significant evidence to state

that the BSR models generated less accurate forecasts

5
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Figure 1 - The outcomes from the Giacomini and Rossi fluctuation test for the WTI price with 4 = 0.3.
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Abstract:

Analysing the content of posts from social networks related to specific health
problems can contribute to improving the health of the general population.
This study gives an analysis of posts related to postpartum depression, which
was performed to automatically detect content that correlates with postpartum
depression. Machine learning methods can be used to detect posts that correlate
with postpartum depression. The specificity of the language in which the posts are
written reduces the availability of training corpora and processing tools. In this
paper, a topic analysis is provided and a model for the prediction of postpartum
depression in posts using a corpus composed of posts from the Reddit and ana.
rs forums is presented.

Keywords:

Social media, Postpartum depression, Machine learning, Topic analysis.

INTRODUCTION

Caring for women in the postpartum period is very important, but
due to the care of the baby, women often neglect their physical and men-
tal health. Very often, health problems are tried to be solved through
advice on social networks.

How do recognize the state of postpartum depression? This ques-
tion should be answered by psychiatrists and psychologists. Postpartum
depression signs and symptoms may include: depressed mood or severe
mood swings, excessive crying, difficulty bonding with the baby, with-
drawal from family and friends, loss of appetite or eating much more
than usual, inability to sleep (insomnia) or sleeping too much, over-
whelming fatigue or loss of energy, reduced interest and pleasure in usual
activities, intense irritability and anger, fear of unsuccessful parenting,
hopelessness, feelings of worthlessness, shame, guilt or inadequacy, etc.
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To determine postpartum depression (PPD), the Ed-
inburgh scale is used, with a score greater than 12 indi-
cating postpartum depression. EPDS is one of the most
commonly used scales for assessing depressive symp-
toms of women who have given birth. The respondent
estimates the weight for ten different depressive symp-
toms in the past seven days on a scale of 0 to 3 [1]. The
possible range of results is from 0 to 30, where higher
scores refer to more difficult symptomatic.

Detection of posts in which the symptoms of post-
partum depression are described is one of the goals of
this paper. Such research has already been done, but for
posts in English. However, people express themselves
most sincerely in their mother tongue, so it is neces-
sary to adapt these analyses to other languages as well.
In this paper, we will perform an analysis of posts in
English and posts in Serbian translated into English.
The presented methodology uses the tools available for
the English language and adapts their use to the Serbian
language.

The second section presents an overview of similar
research related to the application of machine learning
in predicting postpartum depression in fasts. The third
section provides an overview of the materials used and
the method. An analysis of the topic of the posts as well
as the results of the methods for predicting postpartum
depression in the posts are given in the fourth section.
Finally, a conclusion is given and ideas for further re-
search are presented.

2. RELATED WORK

In the era of the Internet and the social network of
Facebook, Twitter, and Reddit, conditions have been
created to collect large amounts of textual data through
which it is possible to monitor personality behavior in
posts on social networks. Thus, the context of the analy-
sis of depression-related chatter on Twitter to glean
insight into social networking about mental health was
performed [2]. In particular, the authors in [3] analysed
the posts on social networks that correlated with post-
partum depression and showed that very good results
can be obtained in predicting postpartum depression in
posts.

Social support in the postpartum period directly af-
fects the birth rate. Through social networks and PPD
support groups, opportunities are created for women
to share their experiences and receive support [4]. An
analysis of changes in the mood of mothers before and
after childbirth on Twitter created a model for predict-
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ing mood [5]. The possibility of applying machine learn-
ing to predict postpartum depression was investigated
over the corpus created from Reddit posts in [6]. The
characteristic of that most similar research is that they
are related to the English language, and non-English
social media are quite unexplored. A model for diag-
nosing postpartum depression via the crowdsourcing
platform has been proposed for Serbian, which also in-
cludes an automated test for determining the degree of
postpartum depression using the Edinburgh scale [7].
This model has been expanded with the detection system
of posts that are correlated with postpartum depression
by detecting potential users of the crowdsourcing PPD
platform on various social networks [8].

3. DATAAND METHODS

For this research, two sources were used: the Red-
dit forum for posts in English and the ana.rs forum for
posts in Serbian (Table 1). Data were collected from
both sources according to two criteria:

1. posts related to postpartum depression;

2. posts related to pregnancy and the postpartum
period that are not related to postpartum

depression.
Data Label Source URL Post
language
1. DS1 Reddit https://www.reddit.com/  English
2. DS2 anars https://www.ana.rs/forum/  Serbian

Table 1 - Data sources

The first data set (DS1) consists of Reddit posts from
the postpartum depression section (community about:
“A non-judgemental place for you to ask for help and
vent your frustrations on anything related to issues
postpartum, be they hormonal, parental or other mental
health issues. PPD, PND, PPA, PPOCD, APD etc.”) and
happy sections (community about: “Too many depress-
ing things on the main page, so post about what makes
you warm and fuzzy inside! ") which contain the word
“pregnancy ". They were collected using the Pushshift
API. 150 posts from the postpartum depression group
were singled out, and 150 posts from the happy group.

The second set of data (DS2) is from the forum ana.rs,
which is one of the largest women's forums in Serbian.
This forum contains the topic of postpartum depression
from which 150 posts have been selected.
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Figure 1 - Word clouds for contents of PPD post and non-PPD from datasets DS1 and DS2

Also, 150 posts unrelated to postpartum depression
were singled out from the sections in “Pregnancy and
Weight" and “Pregnancy Chat Corner".

Posts are marked according to the section to which
they belong to the group of PPD-related posts and the
group of posts not related to PPD. Both sets were manu-
ally checked, and posts related to postpartum depression
are marked.

3.1. DATA PRE-PROCESSING

Data collected from Reddit are in JSON format,
while data from the ana.rs forum are manually pro-
cessed to CSV format. To achieve data uniformity, both
sets went through the preprocessing step.

1. JSON data set (DS1) is transformed into CSV
format;

2. The set of data in Serbian (DS2) has been trans-
lated into English;

3. Punctuation marks are removed from the data
4. Removals are stop words;

5. Lemmatization

Before processing, it was done using python libraries
(nltk, pandas, gensim, spacy...). A neural machine trans-
lation service' that is part of the Azure Cognitive Ser-
vices family of REST APIs was used for the language
translation Serbian post into English. The quality of
Microsoft Translator’s machine translation outputs are
evaluated using a method called the BLEU score.

1 api.cognitive.microsofttranslator.com
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BLEU is a measurement of the differences between an
automatic translation and one or more human-created
reference translations of the same source sentence. In the
medical domain that corresponds to the topic of Micro-
soft Translator’s posts, it has a BLEU score of approxi-
mately 50, which is considered high-quality translation.?

3.2. TOPIC ANALYSIS

To analyse the contents of the posts, the topic analy-
sis was done for all four groups (two datasets DS1 and
DS2 divided by groups if they are related to PPD or not).
The topic analysis is performed by using the current-
ly most used LDA (Latent Dirichlet Allocation) topic
model developed by David Blei, Andrev Ng i Michael I.
Jordan [9]. The python library - gensim to construct an
LDA model is used.

3.3. CLASSIFICATION METHODS

For the classification of posts into PPD posts and
non-PPD posts, methods of classification using Weka
tools were performed. Tokenization was performed
on the textual data. Sequential minimal optimization
(SMO), J48, and RandomForest machine learning meth-
ods were applied. Accuracy (Equation 1) was used as
the primary measure to gauge the performance of each
model. In equation TP, TN, FP, and FN are the number
of true positives, true negatives, false positives, and false
negatives, respectively.

2 microsoft.com/en-us/translator
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TP +TN
TP +TN + FP + FN

Accuracy =

Equation 1 - Accuracy

4. RESULTS

This paper aims to analyse the posts related to post-
partum depression. Figure 1 contains visual results of
the most common words in all four groups of data: PPD
and non-PPD posts from DSI and DS2.

The python wordcloud library was used to display
the most common words. We can notice that translat-
ing from the Serbian data set into English gives a similar
word set as in the corresponding word set of English
posts from Reddit. The keywords that predominate in
PPD-related posts are: feel, baby help think know...
While posts that come from groups that have non-PPD
refer to: baby, pregnancy...

Using the LDA topic analysis, we attempted to
extract topics within datasets. The high degree of coher-
ence (DS1: 0.49, DS2: 0.42) is obtained at high alpha and

beta parameters, which indicates a great connection of
posts within the set. The best results (high coherence
and separation of posts by topic) were obtained for 4
topics (Figure 2, Figure 3).

However, the words that appear in them are still el-
ements of other topics. We obtained similar results at
both sets for posts related to postpartum depression.
Visualizations of the results show that the terminology
is slightly different in posts written in Serbian and posts
written in English. English posts contain abbreviations,
so they have PPD, while Serbian posts have postpartum
depression.

The alpha parameter has values of 0.31 in dataset
DSI1 and 0.61 for DS1 while the beta parameter has
values of 0.9 in both cases. From this we can conclude
that each topic will probably contain a mixture of most
words.

On a given dataset of posts, classification models
were made using methods SMO, J48, and RandomForest
(RF). A set of 52 posts from ana.rs from the sections
“Postpartum depression”, “Pregnancy and Weight“ and
“Pregnancy Chat Corner” were taken for verification.
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Figure 2 - 4 topics from PPD posts (dataset DS1)
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Figure 3 - 4 topics from PPD posts (dataset DS2)

The first model M1 was made over the posts of the
Serbian forum ana.rs (DS2) while the second model M2
was made with posts from both forums (DS1 + DS2).

Model Dataset SMO J48 RF

M1 ds2 92.16 86.27 90.20

M2 ds1+ds2 94.12 70.59 92.16

Table 2 — Classification models

Table 2 shows that by expanding the model with
posts from Reddit, better results are obtained. This jus-
tifies the fact that for languages with fewer resources,
English corpora and tools can alternatively be used.
Translation errors affect the results of the classification
and should be considered with caution. Anyway, the
obtained accuracy is satisfactory and comparable to the
results of PPD posts detection in English [3].
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5. CONCLUSION

This paper presents an analysis of posts related to
postpartum depression from the Serbian and English
forums. Data processing was done in English. The data-
sets showed mutual similarity in content. The obtained
classification models on a set of posts from the English
and Serbian forums gave satisfactory results. The follow-
ing research is related to the expansion of the set and
the application of more detailed preprocessing methods
to more accurately detect posts that are correlated with
postpartum depression.
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Abstract:

The subject of this paper is the development of 2D/3D video games using neural
networks. The simulation method was used to design and program the video
game Super Mario, which with its well-known functionality enables the appli-
cation of artificial intelligence methods and neural networks. This paper aims
to understand the relationship between the use of video games and their neural
correlates, taking into account the whole range of cognitive factors that they
include. The results of the research indicate the importance of using artificial
neural networks in video games, bearing in mind that prediction is closely related
to learning and that the existence of feedback allows game participants to evalu-
ate their performance and increase the quality of future prediction of situations
and moves. Despite the heterogeneity of the field of study, the research results
indicate that it is possible to establish links between neural and cognitive aspects,
especially in terms of attention, cognitive control, visual-spatial skills, cognitive
load. However, many aspects could be improved. The lack of standardization in
various aspects of video game-related research, such as participant characteristics,
characteristics of each video game genre, and different goals, could contribute to
disagreements with some related research.

Keywords:
Neural networks, video games, FeedForward, neuron.

INTRODUCTION

Video games are an increasingly popular activity in modern society,
especially among young people, and are becoming increasingly popular
not only as a research tool but also as a field of study. Many studies have
focused on the neural and behavioural effects of video games, providing
much of the brain correlation from video games in recent decades. There
is a large amount of information, obtained through countless methods,
providing neural correlates of video games.

Artificial Neural Networks (ANN - Artificial Neural Networks) are
one of the most popular artificial intelligence techniques. In recent years,
they have been applied in many areas and have become indispensable in
solving increasingly complex problems that arise in the modern world.
Starting from the fact that artificial neural networks are a family of sta-
tistical learning models based on biological neural networks, more
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precisely neurons, the basic idea of using artificial neural
networks in this paper is that computer simulation ena-
bles learning concepts, pattern recognition and decision
making in a human-like way.

For a neural network (NN - Neural Networks) to
learn to recognize and classify concepts, there must be
feedback. The connection between biological and artifi-
cial neurons can be seen in the example of the human
brain because all people use feedback at all times. In this
case, the brain of the player playing the video game for
the first time observes the way the opponent moves and
creates an image of what would be the simplest way to
reach the goal, recording good and bad moves. The next
time he plays, the brain remembers what he did wrong
and corrects it, hoping to achieve better results. Feed-
back is used to compare the desired outcome with the
outcome that occurred.

It is expected that the Super Mario video game will
work on that principle, by improving the application by
maintaining the quality of the game at the level of each
player's decision, without disturbing the balance and ba-
sic principles of AI-Artificial Intelligence functionality.
The reason for the improvement is that even more ex-
perienced players, who have mastered the mechanics of
the game, will continue to be proportionately interested
because simple mechanical behaviour will change and
adapt, adding an element of surprise.

The paper uses a feedforward neural network. This
network was the first, and also the simplest neural net-
work. The flow of information is one-way, from input
units, data passes through hidden units (if any) to out-
put units. There are no cycles in the network, unlike re-
current neural networks.

2. VIDEO GAMES AND NEURAL NETWORKS

Artificial intelligence appeared in the video game
back in 1992 in Wolfenstein 3D [1] by representing in
certain video games supporting characters who come
in contact with a human-controlled character. A non-
player character (NPCs) with well-programmed artifi-
cial intelligence can follow you at your own pace as you
run or walk [2]. Some video games determine the level
of difficulty depending on whether the player is good or
not so good, or adapt the video game depending on the
player’s style of play. By improving artificial intelligence
and its implementation, video games are more interest-
ing and customized depending on how the player plays
or behaves in them. Also, artificial intelligence in video
games can motivate a player and teach him perseverance
so that he can be as good as possible.
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Artificial neural networks are one form of imple-
mentation of artificial intelligence systems. They are
made up of process elements that we call artificial neu-
rons. The body of a neuron is called a node or unit. Each
of the neurons has a local memory in which it remem-
bers the data it processes. Patterns that neural networks
recognize are presented numerically, so all real-world
data, such as images, sounds, or text, must be translated.
[3] In video games, they serve as a platform for learning
how to communicate with the environment and solve
complex problems as in real life. [4]

Reflections on the human brain have contributed to
expanding the reach of technical ideas. Among the first
works published in the field of artificial intelligence, Mc-
Culloch and Pitts published the first attempts to create
artificial neural networks in the early 1940s [5]. After
that period, more detailed and realistic models began
to develop. Today, neural networks are one of the most
popular and effective forms of training systems and de-
serve independent study. They are suitable for solving
distinctly nonlinear problems [6]. They can learn certain
non-dynamic properties of the system, and then take
control of it.

Neural networks are often used to simulate an op-
posing player in various video games. The techniques
used range from the use of evolutionary algorithms in
combination with neural networks, through support-
ive learning and assigning grades, to the use of neural
network techniques in combination with game theory.
Namely, according to Karl Kapp, Lucas Blair and Rich
Mesh [7], one of the definitions of video games is that
they represent a system in which players participate in
abstract challenges, defined by certain rules, whose feed-
back often results in some form of emotional reaction.

Mathematical model of the neurons on which the
FeedForward network is based

Neural network architecture represents the specific
connection of neurons into one whole. Each neuron
consists of a cell body that contains a nucleus. A certain
number of fibres are called dendrites and one long fibre
called an axon branch from the body of the cell. A neu-
ron makes connections with 103 to 104 other neurons,
and their connections are called synapses [8]. The struc-
ture of the neural network differs in the number of lay-
ers. The first layer is input, and the last is output, while
the layers in between are called hidden layers. There are
usually three of them, but this mainly refers to smaller
projects because the larger the number of neurons in
the hidden layer, the more time it takes to overcome
complex situations.
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The first layer, ie. the input is the only layer that re-
ceives data from the external environment, which then
further excites the layers of the hidden units, from where
the relevant data is further passed to the third (output)
layer. The final result was obtained at the output of the
third layer. More complex neural networks have more
hidden layers that are completely interconnected. This
common design is called a feedforward network. In the
example presented in the paper on the input layer, 2
neurons are used.

Layers communicate by connecting the output of
each neuron from the previous layer to the inputs of all
neurons in the next layer. So, each node has several in-
puts and one output. The strength of the connections by
which neurons are connected is called the weight factor.

The learning of NN is reduced to learning from ex-
amples, which should be as many as possible so that the
network can behave more precisely in later exploitation.
The learning process leads to the correction of synaptic
weights. When the patterns presented to the network no
longer lead to a change in these coefficients, the peak of
learning is considered to have been reached. There are
three types of training:

¢ supervised training - the network presents input
data and expected output data.

¢ evaluation training - the network is not presented
with the expected output data, but after some
time it is presented with the evaluation of pre-
vious work. One example is a net that learns to
balance a rod. Whenever the rod falls, an evalua-
tion of previous work is forwarded to the net, for
example, in the form of an angular deviation of
the rod from equilibrium.

¢ self-organization - networks are the only entrance.

The network with all inputs directly connected to the
outputs is called a single-layer neural network or per-
ceptron. Perceptrons are the best understood and most
widely used of all the neural networks. The term percep-
tron was first used by Frank Rosenblatt in 1958. His idea
was to make a functional description of how a real neuron
works and then implement it as a software algorithm [9].

To best understand the use of perceptron, it is neces-
sary to look at a practical example. If a set of points is
given that has either a positive or negative value (each
of them is represented by + or -), the perceptron can be
trained to determine a line that will divide the set into
positive and negative values. The set of input data for
which it is possible to determine a line that divides it into
two sets is called a linearly separable set (Graph 1 a)). Of
course, there will always be sets that cannot be divided
homogeneously (Graph 1 b)).

Neural networks consist of nodes connected by di-
rectional connections (Figure 2). The connection from
unit i to unit j serves to spread the activation denoted
by ai from i to j. Each connection has an associated and
numerical weight wi, j. All units have one input a0 = 1
with the corresponding weight w0, j. Each unit j first
calculates the weighted sum of its inputs [10,11]:
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Then the activation function f is applied to this sum
to get the output:
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Graph 1 - Division of the input set using perceptron. (Adapted from: Mitchell T., Machine Learning,
McGraw Hill, Boston, 1997, p. 87)
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4. SOLUTION DESCRIPTION

The programming language in which the video game
was developed is C #, MS Visual Studio 2017, the design
environment is Unity, and Unity Engine packages have
been used for certain functions. The program consists
of several parts, a separate program code is written for
each instance, while in the end all instances are merged
and form a single program unit. In the main instance-
NeuralNetwork.cs, there is a general algorithm by which
all special parts work.

The main goal is to find a way to keep the video game
interesting no matter how much the player reports in
it. All opponents have a simple pattern of behaviour
on which it is easy to insert an element of surprise that
adapts and changes with the sk