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IMAGE SEGMENTATION PROCESSING FOR THERMOGRAPHIC 
ANALYSIS 

Abstract: 
Thermography is commonly applied for determining abnormalities in various 
systems. Thermal image analysis can identify different issues on objects. Infra-
red inspection has wide application in various fields such as medicine, electrical 
engineering, and construction. The images in this technology are obtained by 
colouring using pseudo-colours that correspond to the radiative energy of detected 
items. The infrared detector registers surface temperatures in the surrounding and 
maps them to the corresponding colours according to the specific colour palette.  
This paper presents methods that can be applied in the processing for thermal 
images in order to simplify the inspection of temperature levels.
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INTRODUCTION

Due to the increases in computational power and available datasets, 
todays CNNs can overperform normal visual capabilities. They are ap-
plied in many areas e.g., self-driving cars, automatic video classification, 
voice recognition, natural language processing.

Image segmentation represents the division of images according to 
different classes of objects where classification is represented by different 
colours. Convolutional Neural Network (CNN) is commonly applied in 
image segmentation as it detects objects by extracting specific character-
istics from the image, that are then classified and differentiated on pixel 
basis. [1]

Figure 1 represents the principle of Convolutional Neural Network 
CNN operation that is similar to the visual cortex. Neurons in the first 
convolutional level process defined small segments of the input image. 
Neurons in subsequent layers are associated with limited groups of neu-
rons from the previous layer.[2] The first level extracts low level features 
e.g., shapes and curves and following layers process high-level features. 
In the convolution stage various filters can be applied in order to obtain 
the feature map. 
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Figure 1 – CNN principle

Figure 2 – Operation between layers

In the pooling stage the image dimensions are 
reduced commonly by taking the average or the maximal 
values from the defined regions, that enables obtaining 
smaller image representations. 

The neurons from the second layer are connected 
to neurons from the previous layer where the receptive 
field is given by dimensions v and p as represented on 
Figure 2.

The Equation 1 represents the output function of the 
neural network that equals to the inputs from the 
previous network layers multiplied by the corresponding 
weighted factors.

Equation 1 – Output of neurons in convolutional layers 

where f is the output from the CNN in the position l, 
m on the convolutional layer for the feature map F that 
represents the number of feature maps from the previ-
ous layer, x represents the input sequences, w stands for 
corresponding weighted sums for those inputs, and b is 
bias value.

2. RELATED RESEARCH

Hespeler et al. [3] provide the brief overview of 
various algorithms for object detection including their 
accuracy comparison. Arjoune et al. [4] propose com-
bined image segmentation with heat loss quantification 
for inspecting building thermal performance. In [5] the 
authors represent the detailed thermography principles 
and non-destructive tests.
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3. METHODOLOGY

If specific image segments can be isolated, the specific 
temperature of that segment can be determined, and 
the temperature differences of individual segments can 
be compared. One of the common methods for image 
segmentation is the Mask R-CNN. In this way, certain 
elements on the image can be isolated to avoid the influ-
ence of individual parts in the infrared analysis.

Mask R-CNN detector distinguishes pixels that be-
long to different items. It is based on the Faster R-CNN 
structure that uses the CNN to extract features. In this 
methodology more than 2000 anchor points are gener-
ated on the image as references for proposed regions 
where objects can potentially be registered. After pre-
dicting bounding boxes, the Mask R-CNN performs 
pixel-based classification. [6]

For more comprehensive analysis, the deeplabv3 
model can be used that can efficiently differentiate 
global objects of interest. DeepLabv3 is composed using 
the ResNet-50 or ResNet-101 backbone. The DeepLab 
model relies on the Atrous convolutions and Atrous 
Spatial Pyrmid Pooling (ASPP) framework. In DeepLa-
bv3 model the features are extracted from the backbone 
network, the ASPP network performs the classification 
of each pixel and finally the image is passed through the 
convolutional network to obtain the output image. [7]

In case when there are parallel visual images avail-
able that correspond to thermal images, the desired 
objects can be selected with corresponding bounding 
boxes using Faster R-CNN for the object detection on 
the visual image. The object can then be extracted from 
this region on the corresponding thermal image. 

For precise separation of segments, the images can 
be processed by separating the contours. Contours are 
displayed with the near colour intensity, and it differen-
tiates shapes across the image. Contours represent ar-
rays of coordinates of object boundaries. In this way the 
desired shapes can be extracted from the image if the 
boundaries are provided.

4. RESULTS

The background can be extracted using the Mask 
R-CNN and DeepLabv3 in order to perform inspec-
tions on relevant regions. Figures 3, 4 and 5 represent 
the segmentation of the visual image with the deeplabv3 
pretrained model that is then used for fine-tuned dif-
ferentiation of relevant objects.

Figure 3 – Captured visual image
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Figures 6 and 7 display the method for extracting the region by applying the object detector and then separating  
this area on the corresponding thermal image. 

Figure 4 – Segmented thermal image with deeplabv3

Figure 5 – Extracted items from thermal image

Figure 6 – Detection using Faster R-CNN
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5. CONCLUSION

Image processing of thermal captures can detect 
unusual characteristics in different systems. In order to 
facilitate the complex analysis of thermal images, image 
processing techniques based on AI can be used to draw 
special attention to the temperature characteristics of 
individual objects. This method should simplify the 
inspections of systems by focusing on smaller elements, 
specifically those characterized by higher temperatures 
that are displayed in light colours. However, thorough 
temperature analysis and improved methods are still 
required for qualitative thermal inspections.
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Figure 7 – Separated thermal region
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