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Abstract:
Autonomous flight of drone using Deep Reinforcement Learning is an attractive area of research in recent years that gives excellent results. Autonomous drone flight is defined through a set of complex tasks for understanding the environment and navigating independently through it. Understanding the environment means that the drone knows its location in respect to other objects and that it can easily reach the desired location without collision. Extending the problem with a target search task increases the complexity and the necessity for using new tools and algorithms. In this paper, we present an approach in which a drone, in addition to learning to navigate in an unknown environment, learns how to find and approach an object a priori assigned to it as a target. In our approach, the drone uses RGB and RGB-D cameras as the only source of information about the environment. Our proposed solution incorporates, into the framework of deep reinforcement learning, appropriate fast object detection, feature extraction, as well as efficient existing algorithms for avoiding obstacles. The proposed model uses the sensed RGB-D image of the drone as the main factor for estimating the distance to the obstacles, while, on the other hand, our model also requires two RGB images for a Siamese network as feature extractor used to identify the target in the environment, group of these images represents the current general state, based on which drone performs the action for which it can potentially receive the highest reward. We used a 3D simulator (MS AirSim) to validate the performance of our approach. Based on the simulation results, we conclude that the proposed method exhibits promising performance in terms of the rate of successful approach to the required target.
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INTRODUCTION

In the last decade, there has been a rapid development in the field of artificial intelligence, especially machine learning algorithms. Advances and variations of multilayer neural networks, as well as great advances in computer technology, have allowed us to solve very complex and demanding problems of machine learning. In supervised learning and unsupervised learning, new approaches have yielded results that are close to, or in some cases, better than, human performance. For this type of learning, it is necessary to invest a lot of time in data collection and prep-
In this paper, we deal with solving the problem of autonomous drone search for a specific object in real world environment using a combination of the previously mentioned approaches. This problem was chosen because drones are already used today to solve search and rescue missions and inspect large plants or areas. The disadvantage of this use is that the person controls from a distance and in that way, it is difficult to coordinate the object in space, especially if a larger number of drones are involved. For this way of usage, people have to go through special training, but even after that, it is very difficult for them to move by drone through an unknown space because a person cannot have a completely clear picture of the environment while controlling remotely. If drones could understand and move through unknown space on their own and have the ability to identify the objects they see during the flight, then they would not need a man for direct control, and one person could be responsible for a larger number of drones.

Guided by the problem presented in this paper, we will present an algorithm that has good potential to solve this problem. The proposed solution uses Deep Q Learning as the base algorithm [3], whereas auxiliary, pre-trained supervised algorithms are also used to extract object features and localize target on the image. The problem of searching for an object is not only the identification of objects in space but also includes another set of complex problems, of which we list the two most important for us. The first problem is autonomous flight through the environment without colliding with other objects, whether static or dynamic. The second problem is the problem of localization in space. If a drone is not aware of the environment, it can endlessly repeat the search in the same area.

The localization and search can be successfully solved by using deep reinforcement learning. One approach was presented in [6], where the algorithm is always trained for a predetermined space. In [7], it has been shown that deep reinforcement learning can solve the problem of exploring an unfamiliar environment. Finding an object in an image can only be an initial task in one of the cases such as tracking a specific target as described in [8]. When objects are known in advance, the search for them can be facilitated by adding markers, or stickers with special visual characteristics, which is usually the case when locating landing sites, [9] and [10]. The searching process can also be defined through different types of recognition, such as estimating the position in [11], which can be used in systems with drones intended for surveillance. Based on the potential presented in the above cited algorithms, in our approach we use deep reinforcement training which is using information from two types of camera sources: color image and the corresponding depth map (distances to the objects in the image). Drone behavior is defined through discretization of the possible action values.

2. DRONE OBJECT SEARCH ALGORITHM

In order to find an object in an unknown dynamic environment, a number of problems must be solved. We will propose an algorithm and show that by using it, a drone can solve the search problem on its own, without human assistance, and without a combination of a number of complex algorithms. Our algorithm relies entirely on deep reinforcement learning with a combination of object detection and recognition algorithms.

For a drone that can autonomously move to find an object, the following indirect problems must be solved:

1. Avoiding obstacles in dynamic space
2. Recognition and identification of the required object
3. Localization of the drone in the environment
2.1. ALGORITHM ARCHITECTURE

The proposed algorithm’s architecture is based entirely on deep Q learning. State-based Q value approximation is generated as a result of 3 tracks of neural networks. At the input to the algorithm, 3 images of the same dimensions 128x128 are given. The first part of the system is a network whose task is to approximate the distance and shapes of objects in the image. The other two images pass through network number 2, based on the ResNet50 architecture [12] which is used to extract the characteristics of objects in the image. The ResNet50 network was chosen because it gives one of the best results in the feature extraction process. One of those images is what the drone sees at a given moment and we get all the features from it. We repeat the same for the image on which the requested object is; however, unlike the first one, we temporarily store the features of this image in memory. The relationship between these two images is found through the new 3 layers of the neural network. After that, the approximation of the distance of the objects and the approximation of the features in the image are merged. At the output, there is a layer of 6 neurons for each of the possible actions. The architecture is shown in Fig. 1.

2.1.1. State

The algorithm is inspired by the way human searches for a certain object, in particular, by the information a person needs for searching. First of all, human needs to know what the object he is looking for looks like, for example, he needs to know visual characteristics such as shape, size, color. The next thing is to determine in which space we are performing the search. In order for a human to move through space it is primarily needed to use sight in order to avoid obstacles. Human visual sensing is typically based on two receivers, two eyes, which makes it possible to get the information about shape and color with the same signal, and also to estimate the distance from the objects. The last thing that is necessary is localization in space and environment mapping; for instance, a person does not want to look twice in the same place when searching. In relation to this explanation, we can define what we need during the search process. Since this algorithm is based on the algorithm of deep Q learning, we need to appropriately define states, actions and rewards. The algorithm expects 3 components of the input state:

1. Target image - an image in the red-green-blue (RGB) spectrum that clearly shows the desired object and occupies the surface of almost the entire image, this image should be in 128x128 format. This image is used to extract the main features of the desired object.

2. Image from the drone camera - we assume that the drone is equipped with a monocular camera, from which it gets a real-time image in the red-green-blue (RGB) spectrum, the image should be 128x128. This input signal primarily serves us to identify the characteristics of the required object if the drone is aimed at it.

---

Figure 1 - Network architecture
3. Depth camera image - it is assumed that the drone is equipped with an additional, RGB-D camera which, in addition to the classic color image, determines the depth in space, i.e. how far the objects in the image are. In the algorithm, this input signal is primarily intended to contribute to the easier avoidance of obstacles.

These three components provide enough information to be able to define the state of the drone, taking into account the target, the type of drone, and the relative localization of objects in space.

2.1.2. Action

A drone is an object that can move freely in all 3 axes x, y and z; it does not have a defined front because it can move in all directions equally. For this algorithm, the front of the drone is the side on which the camera is pointed forward. The set of actions that a drone can perform are up, down, forward, turn left and turn right for 30°, as well as stopping.

As can be seen from the sequence there are 6 possible actions, movement up and down is determined by moving at a constant speed for a given constant time in one of these two directions. A 30° rotation of the angle was chosen so that the drone could determine the visual movement of the characteristics of the objects in the image when moving. In order for the drone to turn in the opposite direction, it is necessary to perform 6 left or right turns. Although the drone has the ability to move backward relative to the camera, this is not provided by this algorithm.
2.1.3. Reward

After the described conditions and actions, we can define the way of awarding prizes for the behavior of the autonomous drone.

To prevent a drone from stopping for a long time, each time the stop action is chosen 2 times or more in a row the reward the agent received is negative, amount of -0.2, and each time in a series of stop choices the reward value is reduced twice as much as before.

\[ f(x) = \begin{cases} 0, & x < 2 \\ -0.1 \times x, & x \geq 2 \end{cases} \]

Where \( x \) is a number that determines how many times in a row the stop action is selected.

When the drone hits one of the objects in space, the execution of the episode is stopped immediately, and the drone receives a negative reward of -100.

In order to receive a positive reward, a drone must have in its field of vision the required object or object that looks like it more than 70%. Estimation of similarity is determined by running an image of the object through the described feature extraction algorithm (ResNet50) and its approximate values are stored throughout the episode. The input RGB image from the drone, which is forwarded to the input as the state of the algorithm, is also passed through the YOLO [13] algorithm, after detecting all objects in the image for each object, the feature values are determined using the ResNet50 algorithm. The estimation of similarity for each object in the picture in relation to the required object is determined by the Euclidean distance. Then, for each object that has a similarity of more than 70%, it is determined which surface it occupies in the picture, which is proportional to the distance of the drone from the object. The closer the drone is, the larger the object occupies, so the final prize is calculated \( r = \frac{p}{10} \times 2 \), where \( p \) is the area object covers in percentage.

Acceleration of agent search is achieved by giving a small negative reward when there is no object in sight with a similarity greater than 70%.

\[ r_r = -0.05 \]

2.2. LEARNING

The learning process is performed using the deep Q learning scheme, with the above defined variables. The exploration/exploitation strategy is based on the \( \epsilon \)-greedy policy, with the exploration probability \( \epsilon \) being reduced by a small step after each completed episode. For good generalization, the originally proposed architecture with two networks is used: the final neural network and the training Q neural network. The use of a standard optimizer and the use of a system to replicate the experience gained is also retained. Neural networks responsible for extracting features from the image and localization of objects in the image are used in their original form, with the parameters with which they give the best results.

3. EXPERIMENT AND RESULTS

The proposed algorithm was trained and tested in the AirSim simulator [13], which is open source and is intended primarily for researchers in the field of artificial intelligence. The Python programming language with the Torch library, deep neural networks framework, was used to implement the algorithm.

In the simulator, we created a simple training environment surrounded by walls to limit the space the drone searches. No physical element has been placed on the upper side of the environment to limit the movement of the drone, but the upper limit is conditionally limited to 20 units. When the drone went out of this frame, it was considered as it hit one of the objects. The shape of the environment can be seen in Figure 4.
The simulator contains 4 items that can be searched for: a chair, a TV, a ball and a bicycle. These 4 objects were not chosen at random, they were chosen because the previously presented YOLO algorithm has available weights that give reliably good results with these objects. Photographs of each of the objects were created before the start of the training, so that it would be possible to specify the image on which the target is located. Each of the elements in each new episode is placed in a random position within the walls. Every element is always included in the environment whether it is sought after or not. In this way we get a higher degree of generalization for parameters.

After a training process that lasted more than 40 hours on standard PC with Intel i7 CPU, 1660Ti GPU supported with 32GB of RAM, we determined the success measure according to whether the drone successfully performed the task for which it was trained. In the following image, we can see 12 selected photos generated in the moment of searching for the ball, where the photo with number 1 is the beginning of one episode, and the photo with number 12 is the end of that episode, photos in between are taken at random moments in the given order.

5. CONCLUSION

In this paper, we presented a new object search algorithm by an autonomous drone using only visual and depth inputs, based on deep reinforcement learning, together with deep learning-based object detection schemes. With the presented algorithm, we have shown that the visual information obtained from the drone camera can be used efficiently, similar to eyes used by humans and animals. The fact that the drone “independently” overcame the problem of finding the required object shows how much potential and effectiveness is hidden in the reinforcement training algorithms. With this work, we have shown that deep neural networks can be used in the process of determining rewards, and not only as approximators of the Q table of values.

The potential further development of this research can go in several directions. One is the enhanced approach to deep Q training. In the presented work, the actions are discrete values with precisely defined drone displacement. A possible generalization is to use continuous values instead of discrete ones, for example, speed in all three directions, which would enable the drone to move much more precisely, but also much more aggressively if necessary. With this improvement of our algorithm, we would bring its architecture closer to the deep deterministic gradient algorithm. In addition to improvements in the way they move, there is potential for improving the detection of the desired object. For example, an introduction of the division of parameters at multiple levels of the neural network when extracting characteristics would strengthen the link between what the drone sees and what it seeks. In order to improve the search speed, we could extend the algorithm to work in a decentralized multi-drone setting.
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