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Abstract:
This paper considers cyber security risk assessment, as a vital part of the risk management process, in the industrial Internet of Things (IIoT) systems. A general model for IIoT dynamic risk assessment (DRA) is proposed, starting from the definition of IIoT context. Several risk calculation algorithms are surveyed, with an emphasis on artificial intelligence and machine learning-based methods. The model is illustrated in the example of IIoT-based supervisory control and data acquisition (SCADA) system in a hydropower plant.
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INTRODUCTION

The Internet of Things (IoT) concept promotes the idea of everyday physical objects (things) being connected to the Internet and being able to identify themselves to other devices. As a subset of IoT, the Industrial IoT (IIoT) refers to machine-to-machine and industrial communication technologies with automation applications, in order to enable more efficient and sustainable production [1]. Since many IIoT systems belong to critical infrastructure, cyber security is one of the key issues that have to be solved to achieve their wide implementation and deployment. Security solutions require equal emphasis upon the system’s view, specific mechanisms and their applications, development of the appropriate test-beds, and standardization efforts in the field [2]. Apart from evolving threats, the complexity of the problem increases due to the heterogeneity of physical objects, networking technologies and applications that should be able to communicate and collaboratively provide immutable and verifiable data. The main security risk factors include: real-time and complex interactions; security flaws in certain parts of the system; poor integration of security subsystems; insecure network connections and communication protocols; shared technology issues; multiple points of
entry and failure; the use of open software platforms together with commercial off-the-shelf hardware and software components; and the lack of protection for legacy systems with long operational life [3].

This paper addresses IIoT cyber security risk assessment (as a core part of the risk management process), which includes risk identification, analysis and evaluation [4]. The need for a dynamic risk assessment (DRA) approach is explained, and a general model is proposed together with a brief survey of suitable risk calculation methods. The proposed approach is illustrated in the example of IIoT-based supervisory control and data acquisition (SCADA) system in a hydropower plant.

The rest of the paper is organized as follows. Section 2 briefly surveys the background and related works. Section 3 proposes the general concept for DRA risk assessment in the IIoT environment and surveys the algorithms for risk assessment with the emphasis on machine learning-based methods. Section 4 illustrates the proposed approach on a hybrid cloud-based SCADA system. Finally, Section 5 concludes the paper.

2. BACKGROUND AND RELATED WORKS

In the context of industrial control systems (ICSs) security, the U.S. National Institute of Standards and Technology (NIST) defines risk assessment as “the process of identifying risks to operations, assets, or individuals by determining the probability of occurrence, the resulting impact, and additional security controls that would mitigate this impact” [5]. Figure 2 illustrates the process of ICS cyber security risk assessment. For general-purpose networks, the objective is to maintain balanced protection of confidentiality, integrity and availability (CIA triad), with data confidentiality as the main concern. Protection of industrial control networks assumes the AIC triad, which means that the availability is given the highest priority. The reversed order of priorities makes difference in terms of security policies and mechanisms, with the main goal to preserve the availability of critical infrastructure systems on a 24/7 basis. Cyber security threats exploit system vulnerabilities and possibly cause incidents, which may further cause damage to assets and have an impact on security infrastructure. Therefore, threats, vulnerabilities, and impacts should be combined together to provide a qualitative or quantitative measure of the risk [6]. Examples of qualitative risk assessment are experts’ assessment, rating estimates, checklists of risk sources, method of analogies, etc. According to [7], quantitative risk assessment methods can be classified as follows: (1) analytical methods such as sensitivity analysis, scenario analysis, method of the risk-adjusted discount rate; (2) probabilistic theoretical methods, which include simulation, game theory, tree constructing methods and (3) unconventional methods such as modelling with fuzzy logic and machine learning.

DRA (also known as continuous risk assessment) relies on data that are collected and processed in real time, and encompasses the three basic components: assets management, attack modelling and risk calculation [8]. Assets management refers to material goods (devices, communication links, hardware and software), their performances (including upgrading and updating) and their valuation in terms of impact to AIC triad, criticality,
sensitivity and security expenses. Attacks can be modelled by means of different techniques such as: hidden Markov models, graph-based techniques, hierarchical modelling using attack trees, clustering, fuzzy logic, etc. Risk calculation takes into account likelihood (frequency) and the impact of all possible attacks, while the algorithm may depend on attack modelling method.

Measure of the risk can be updated continuously or periodically, and expressed quantitatively or qualitatively. The Industrial Internet Consortium (IIC) implies the need for DRA by considering risk assessment in the context of overall security measures and emphasizing the need to adapt to continually changing threats and attacks, to provide responses that will minimize the impact on the IIoT system, and to enable cooperation of different organizations to ensure the early identification of security threats [9].

Recent trends in DRA techniques have been surveyed in [8] together with a proposal of decision guide to choosing the most suitable technique considering general-purpose networks, IoT environments and ICSs. A general description of a solution that has the potential towards IIoT continuous risk assessment is presented in [10]. The solution makes use of different data sources to analyse cyber risks on a continuous basis, integrating this activity with the operational process. The method is illustrated in the example of environmental control in a data centre. A quantitative DRA approach intended for smart grids is proposed in [11], and relies on attack defence trees and computation of the predefined risk attributes that are being propagated through the tree nodes.

An architectural view of continuous security risk assessment in IIoT is presented in [12], followed by a survey of machine learning-based solutions used for risk calculation. Applicability of deep learning approaches for DRA in IIoT systems is discussed in [13].

3. PROPOSAL OF A MODEL FOR DRA IN IIoT SYSTEMS

The main novelty of this paper is the proposal of a general model for DRA in the heterogeneous IIoT systems. The model relies on identification of the IIoT context for risk assessment, and is completely applicable to different attack models and risk calculation algorithms.

3.1. EXPLANATION OF THE MODEL

Figure 2 shows the proposed model of dynamic cyber security risk assessment in the IIoT environment. It comprises the following steps:

- **Definition of the IIoT context**, depending on risk aspect and involved entities [14]. Risk aspects may differ for sensor/actuator manufacturers; platforms, applications and industrial systems; customers (industry, healthcare, smart cities), or for system integrators, service providers and end users. Examples of entities are humans, hardware, software, communication and cloud infrastructure, and they determine the information flow. Identification of IIoT context is required for two main reasons:
  - Multiplication of cyber-physical attack points is possible in the IIoT system due to the integration of sensors, actuators, platforms, applications and users. This means that the attack performed in a single point may have impact on the whole system; and
  - The same entity can be used in different IIoT contexts, which require different security levels, depending on specific risk factors.

- **Identification of attack points** refers to the recognition of assets that can be targeted by cyber or cyber-physical attacks;

- **Attack modelling** refers to the creation of cyber attack models in order to identify and simulate attacks against security environments, using likely adversary techniques and attack paths. This block is not mandatory, since the risk engine (depending on the applied algorithm) can rely only on monitoring results obtained from security mechanisms;

- **Risk calculation engine** implements a suitable algorithm, taking into account a number of static and dynamic inputs. Static parameters are stored in the knowledge repository; they encompass records such as asset register, asset values, history of incidents, as well as previous risk measures and the risk mitigation plan [12]. Dynamic parameters are obtained from attack modelling (if present) and monitoring tools. The output of risk calculation engine is a qualitative or quantitative risk measure;
- **Risk mitigation plan** specifies techniques and methods to be used to avoid, reduce, and control the probability of risk occurrence, for different risk levels. It also includes selection of security tools such as logs monitoring, antivirus software, firewalls, intrusion detection and prevention systems, malware detection, network traffic monitoring and analysis; and

- **Continuous monitoring of attacks and security mechanisms** provides loopbacks for modification of attack points, revision of attack models and tuning of the risk calculation engine. Security tools capture and process inputs from the IIoT system in a real time and generate notifications about potential threats and suspicious events. The security information and event management (SIEM) software imports information from security tools, performs correlation of the corresponding events and prepares appropriate dynamic inputs for the risk assessment tool.

### 3.2. Risk Calculation Algorithms

Several traditional algorithms that can be used for continuous risk calculation in industrial environments are described in [15], including Bayesian methods, bow-tie analysis and risk barometer. Recent trends show that artificial intelligence (AI) and machine learning (ML) bring substantial benefits for DRA implementation in the IIoT environment due to their suitability for edge computing, big data processing, predictive risk management and efficient decision-making [12], [13], [16].

There are several mainstream machine learning-based approaches, namely supervised and unsupervised learning, deep learning, reinforcement learning and deep reinforcement learning [17]. Table 1 contains a brief summary of these approaches, regarding their suitability for edge computing.

Supervised and unsupervised learning are widely used for data classification and clustering. Supervised learning assumes prior knowledge of the output values for given data samples. The goal is to learn a function that maps an input to an output based on example input-output pairs. Support vector machines (SVMs), decision tree and naive Bayes are typical algorithms that are commonly used for discrete valued classification. Unsupervised learning does not have labelled outputs; its task is to infer a function that describes the structure of unlabeled data. One of the most widely used algorithms is K-means, which splits data whose category is unknown into several disjoint clusters. Certainly, different types of artificial neural networks (ANNs) can be supervised and unsupervised.

Deep learning is a class of ML techniques that is inspired by the structure of a human brain. The algorithms attempt to draw similar conclusions as humans would by using a multi-layered structure of neural networks (e.g., convolutional neural networks, CNNs). The computational model can automatically extract features needed for prediction or classification from massive raw data. Deep learning can be easily integrated into edge computing-based systems and used for traffic and behaviour prediction, as well as for fault and incidents detection.

---

**Figure 2** – Proposed model of dynamic cyber security risk assessment in the IIoT system.
<table>
<thead>
<tr>
<th>Method</th>
<th>Algorithms</th>
<th>Application</th>
<th>Advantages</th>
<th>Limitations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised learning</td>
<td>ANN, SVM</td>
<td>Classification and clustering</td>
<td>Easy and quick to deploy</td>
<td>Sensitive to data, massive data, performance bounds</td>
</tr>
<tr>
<td>Unsupervised learning</td>
<td>ANN, K-means</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deep learning</td>
<td>CNN</td>
<td>Prediction, detection</td>
<td>End-to-end learning features</td>
<td>Long training time, massive data, training tricks, black-box</td>
</tr>
<tr>
<td>Reinforcement learning</td>
<td>Markov decision, Q-learning</td>
<td>Decision making</td>
<td>Learning without a priori knowledge</td>
<td>Curse of dimensionality</td>
</tr>
<tr>
<td>Deep reinforcement learning</td>
<td>Deep Q-network</td>
<td>Feature extraction and decision making</td>
<td>End-to-end reinforcement learning</td>
<td>Very long training time in large discrete state space</td>
</tr>
</tbody>
</table>

Table 1 - Methods, algorithms and application of machine learning in edge computing

Reinforcement learning, inspired by behavioural psychology, enables an agent to learn in an interactive environment by trial and error using feedback from its own actions and experiences. It assumes rewards and punishments as indicators of positive and negative behaviour. Reinforcement learning is suitable for automatic control and decision making issues in highly dynamic environments. Typical representatives are Markov decision process and Q-learning algorithms.

Deep reinforcement learning (e.g., deep Q-network) combines ANNs with reinforcement learning that are goal-oriented algorithms. In other words, it brings together function approximation and target optimization by mapping state-action pairs to expected rewards. This feature makes deep reinforcement learning suitable for both feature extraction and decision making.

4. CASE STUDY

The case study considers an IIoT SCADA system in the hydropower plant, based on a hybrid cloud infrastructure, as illustrated in Figure 3. Such architecture can easily be extended to support other smart grid applications. Hybrid cloud allows companies to combine their own data centre and/or private cloud setup with public cloud resources such as Software-as-a-Service (SaaS), Data-as-a-Service (DaaS), etc. One of the most common applications of hybrid cloud is to keep sensitive, mission-critical data and applications in the private cloud, and to use public cloud when capacity is needed for less sensitive development or testing activities [18].

In the SCADA system, controllers process signals from field devices and generate appropriate commands for these devices. They encompass remote terminal units (RTUs), programmable logic controllers (PLCs) and intelligent electronic devices (IEDs) that perform local control of actuators and sensor monitoring. Controller network is connected via secure communication links to SCADA application (master terminal unit, MTU) that is executed in the private cloud [18].

SCADA application makes use of the private Platform-as-a-Service (PaaS) model to perform the following functions: (1) Preparing and sending command and control messages to controllers; (2) Collecting and analysing real-time process and historical data obtained from field sites, and generating actions based on detected events; (3) Preparing inputs for hydroinformatics system; (4) Preparing data to be presented on the HMI (human-machine interface) consoles; and (5) Preparing and sending relevant data to be stored on a historian server. Private PaaS allows support of different software platforms that can be tailored to other critical applications in the power utility.

Public SaaS is used for provisioning of publicly available information about the water level of the inflow. Public DaaS can optionally be used for storage of less sensitive data. Hydroinformatics system determines operation of aggregates for optimal consumption of hydropower potential based on the water level, the data obtained from SCADA system and the energy production requirement.
Based on the previous description, the following IIoT contexts can be identified:

- Real-time communication between the SCADA MTU and field sites;
- Communication between the SCADA MTU and the hydroinformatics systems;
- The use of public cloud services; and
- Communication with the historian server and HMI application.

SCADA control centre performs its actions based on the data received from field sites. Attacks that jeopardize process control focus on modifying control data or blocking the data transfer. Primary threats to SCADA systems are command/response injection, various forms of denial of service (DoS) attacks, including distributed DoS (DDoS), and man-in-the-middle (MITM) attack. Detailed considerations about cyber threats and attacks on SCADA systems can be found in the literature [2], [18], [21].

Achieving high level of security and privacy assumes implementation of complex security measures [2]. Securing the private cloud is complete responsibility of the power company, and it starts from the definition of security objectives and associated policies, followed by implementation of mechanisms that ensure the AIC triad; authentication and access control; intrusion detection and prevention, as well as a set of other preventive measures. Regarding public cloud services, the most important step is the careful choice of cloud service provider with a well defined service level agreement for each service [2].

Following initial risk assessment (in the system design phase), four inline network-based intrusion detection and prevention systems (IDPSs) are installed together with firewalls at network's vulnerability points to cyber attacks, as indicated in Figure 3. IDPSs monitor the traffic in specific network segments and observe the activities of network and application layer protocols to identify and stop suspicious activities and events. They also typically record information about these activities, notify the administrator about important events with warnings and alarms, and generate reports. SIEM software collects and aggregates security-related logs, performs correlation of the corresponding events, and prepares dynamic inputs to the risk engine.

As mentioned earlier, different algorithms can be applied to perform dynamic risk calculation. However, hybrid approach which takes into account experts’ assessment is strongly recommended. The role of experts’ opinion is fundamental in the initial phase (system design) as well as for tuning the risk engine and interpretation of the obtained results.

This particularly stands for ML-based algorithms in order to mitigate their shortcomings, primary regarding high error susceptibility and possibly wrong interpretation of results.

Figure 3 - Architecture of the secured IIoT SCADA system using a hybrid cloud infrastructure.
Interpretation of results poses questions how to consider risk knowledge, particularly in quantitative risk assessment (e.g., considering two-dimensional or three-dimensional risk matrices), and how these results contribute to system evolution? Calibration and correction based on new evidence would possibly allow risk analysis to consider evolving conditions and improve system knowledge [16].

5. CONCLUSION

Although different qualitative and quantitative approaches, methods and tools for risk assessment in industrial control systems can be found in the literature, only a few of them deal with the models for dynamic cyber security risk assessment in the IIoT environment. The model proposed in this paper starts from identification of the IIoT context, assuming that one entity can be used in different contexts with different security requirements. The model is general enough to allow different attack models and risk calculation approaches.

Machine learning-based approaches offer a strong potential for DRA, particularly if combined with the experts’ opinion. Continuous monitoring of attacks and security tools, followed by a correlation analysis of the observed data, provides feedback for the risk calculation engine. The proposed approach is illustrated in the example of IIoT-based SCADA system that uses a hybrid cloud infrastructure. Finally, our future work is twofold. First, we are planning to develop DRA architectural views for other IIoT applications, particularly smart grids. Second, we are investigating hybrid risk calculation approaches that combine experts’ assessment with deep learning based methods.
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