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Abstract: 
The subject of this paper is the development of 2D/3D video games using neural 
networks. The simulation method was used to design and program the video 
game Super Mario, which with its well-known functionality enables the appli-
cation of artificial intelligence methods and neural networks. This paper aims 
to understand the relationship between the use of video games and their neural 
correlates, taking into account the whole range of cognitive factors that they 
include. The results of the research indicate the importance of using artificial 
neural networks in video games, bearing in mind that prediction is closely related 
to learning and that the existence of feedback allows game participants to evalu-
ate their performance and increase the quality of future prediction of situations 
and moves. Despite the heterogeneity of the field of study, the research results 
indicate that it is possible to establish links between neural and cognitive aspects, 
especially in terms of attention, cognitive control, visual-spatial skills, cognitive 
load. However, many aspects could be improved. The lack of standardization in 
various aspects of video game-related research, such as participant characteristics, 
characteristics of each video game genre, and different goals, could contribute to 
disagreements with some related research.
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INTRODUCTION

Video games are an increasingly popular activity in modern society, 
especially among young people, and are becoming increasingly popular 
not only as a research tool but also as a field of study. Many studies have 
focused on the neural and behavioural effects of video games, providing 
much of the brain correlation from video games in recent decades. There 
is a large amount of information, obtained through countless methods, 
providing neural correlates of video games.

Artificial Neural Networks (ANN - Artificial Neural Networks) are 
one of the most popular artificial intelligence techniques. In recent years, 
they have been applied in many areas and have become indispensable in 
solving increasingly complex problems that arise in the modern world. 
Starting from the fact that artificial neural networks are a family of sta-
tistical learning models based on biological neural networks, more 
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precisely neurons, the basic idea of using artificial neural 
networks in this paper is that computer simulation ena-
bles learning concepts, pattern recognition and decision 
making in a human-like way.

For a neural network (NN - Neural Networks) to 
learn to recognize and classify concepts, there must be 
feedback. The connection between biological and artifi-
cial neurons can be seen in the example of the human 
brain because all people use feedback at all times. In this 
case, the brain of the player playing the video game for 
the first time observes the way the opponent moves and 
creates an image of what would be the simplest way to 
reach the goal, recording good and bad moves. The next 
time he plays, the brain remembers what he did wrong 
and corrects it, hoping to achieve better results. Feed-
back is used to compare the desired outcome with the 
outcome that occurred.

It is expected that the Super Mario video game will 
work on that principle, by improving the application by 
maintaining the quality of the game at the level of each 
player's decision, without disturbing the balance and ba-
sic principles of AI-Artificial Intelligence functionality. 
The reason for the improvement is that even more ex-
perienced players, who have mastered the mechanics of 
the game, will continue to be proportionately interested 
because simple mechanical behaviour will change and 
adapt, adding an element of surprise.

The paper uses a feedforward neural network. This 
network was the first, and also the simplest neural net-
work. The flow of information is one-way, from input 
units, data passes through hidden units (if any) to out-
put units. There are no cycles in the network, unlike re-
current neural networks.

2. VIDEO GAMES AND NEURAL NETWORKS

Artificial intelligence appeared in the video game 
back in 1992 in Wolfenstein 3D [1] by representing in 
certain video games supporting characters who come 
in contact with a human-controlled character. A non-
player character (NPCs) with well-programmed artifi-
cial intelligence can follow you at your own pace as you 
run or walk [2]. Some video games determine the level 
of difficulty depending on whether the player is good or 
not so good, or adapt the video game depending on the 
player’s style of play. By improving artificial intelligence 
and its implementation, video games are more interest-
ing and customized depending on how the player plays 
or behaves in them. Also, artificial intelligence in video 
games can motivate a player and teach him perseverance 
so that he can be as good as possible.

Artificial neural networks are one form of imple-
mentation of artificial intelligence systems. They are 
made up of process elements that we call artificial neu-
rons. The body of a neuron is called a node or unit. Each 
of the neurons has a local memory in which it remem-
bers the data it processes. Patterns that neural networks 
recognize are presented numerically, so all real-world 
data, such as images, sounds, or text, must be translated. 
[3] In video games, they serve as a platform for learning 
how to communicate with the environment and solve 
complex problems as in real life. [4] 

Reflections on the human brain have contributed to 
expanding the reach of technical ideas. Among the first 
works published in the field of artificial intelligence, Mc-
Culloch and Pitts published the first attempts to create 
artificial neural networks in the early 1940s [5]. After 
that period, more detailed and realistic models began 
to develop. Today, neural networks are one of the most 
popular and effective forms of training systems and de-
serve independent study. They are suitable for solving 
distinctly nonlinear problems [6]. They can learn certain 
non-dynamic properties of the system, and then take 
control of it.

Neural networks are often used to simulate an op-
posing player in various video games. The techniques 
used range from the use of evolutionary algorithms in 
combination with neural networks, through support-
ive learning and assigning grades, to the use of neural 
network techniques in combination with game theory. 
Namely, according to Karl Kapp, Lucas Blair and Rich 
Mesh [7], one of the definitions of video games is that 
they represent a system in which players participate in 
abstract challenges, defined by certain rules, whose feed-
back often results in some form of emotional reaction.

Mathematical model of the neurons on which the 
FeedForward network is based

Neural network architecture represents the specific 
connection of neurons into one whole. Each neuron 
consists of a cell body that contains a nucleus. A certain 
number of fibres are called dendrites and one long fibre 
called an axon branch from the body of the cell. A neu-
ron makes connections with 103 to 104 other neurons, 
and their connections are called synapses [8]. The struc-
ture of the neural network differs in the number of lay-
ers. The first layer is input, and the last is output, while 
the layers in between are called hidden layers. There are 
usually three of them, but this mainly refers to smaller 
projects because the larger the number of neurons in 
the hidden layer, the more time it takes to overcome 
complex situations. 
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The first layer, ie. the input is the only layer that re-
ceives data from the external environment, which then 
further excites the layers of the hidden units, from where 
the relevant data is further passed to the third (output) 
layer. The final result was obtained at the output of the 
third layer. More complex neural networks have more 
hidden layers that are completely interconnected. This 
common design is called a feedforward network. In the 
example presented in the paper on the input layer, 2 
neurons are used.

Layers communicate by connecting the output of 
each neuron from the previous layer to the inputs of all 
neurons in the next layer. So, each node has several in-
puts and one output. The strength of the connections by 
which neurons are connected is called the weight factor.

The learning of NN is reduced to learning from ex-
amples, which should be as many as possible so that the 
network can behave more precisely in later exploitation. 
The learning process leads to the correction of synaptic 
weights. When the patterns presented to the network no 
longer lead to a change in these coefficients, the peak of 
learning is considered to have been reached. There are 
three types of training:

	◆ supervised training - the network presents input 
data and expected output data.

	◆ evaluation training - the network is not presented 
with the expected output data, but after some 
time it is presented with the evaluation of pre-
vious work. One example is a net that learns to 
balance a rod. Whenever the rod falls, an evalua-
tion of previous work is forwarded to the net, for 
example, in the form of an angular deviation of 
the rod from equilibrium.

	◆ self-organization - networks are the only entrance.

The network with all inputs directly connected to the 
outputs is called a single-layer neural network or per-
ceptron. Perceptrons are the best understood and most 
widely used of all the neural networks. The term percep-
tron was first used by Frank Rosenblatt in 1958. His idea 
was to make a functional description of how a real neuron 
works and then implement it as a software algorithm [9].

To best understand the use of perceptron, it is neces-
sary to look at a practical example. If a set of points is 
given that has either a positive or negative value (each 
of them is represented by + or -), the perceptron can be 
trained to determine a line that will divide the set into 
positive and negative values. The set of input data for 
which it is possible to determine a line that divides it into 
two sets is called a linearly separable set (Graph 1 a)). Of 
course, there will always be sets that cannot be divided 
homogeneously (Graph 1 b)).

Neural networks consist of nodes connected by di-
rectional connections (Figure 2). The connection from 
unit i to unit j serves to spread the activation denoted 
by ai from i to j. Each connection has an associated and 
numerical weight wi, j. All units have one input a0 = 1 
with the corresponding weight w0, j. Each unit j first 
calculates the weighted sum of its inputs [10,11]:

Then the activation function f is applied to this sum 
to get the output:

Graph 1 – Division of the input set using perceptron. (Adapted from: Mitchell T., Machine Learning,  
McGraw Hill, Boston, 1997, p. 87)
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4. SOLUTION DESCRIPTION

The programming language in which the video game 
was developed is C #, MS Visual Studio 2017, the design 
environment is Unity, and Unity Engine packages have 
been used for certain functions. The program consists 
of several parts, a separate program code is written for 
each instance, while in the end all instances are merged 
and form a single program unit. In the main instance-
NeuralNetwork.cs, there is a general algorithm by which 
all special parts work.

The main goal is to find a way to keep the video game 
interesting no matter how much the player reports in 
it. All opponents have a simple pattern of behaviour 
on which it is easy to insert an element of surprise that 
adapts and changes with the skill level of the player. It 
can be equivalently applied to the more complicated 
ANN, but, as already mentioned, the video game Super 
Mario was simulated for easier visibility. 

The main obstacle for Mario is the "mushroom", 
which is relatively easy to manage and is controlled 
by the neural network. During the first generation of 
starting the program, the "mushroom" moves only to 
the left, until it encounters the first obstacle, ie the wall 
("end of the screen"). From generation to generation, the 
"mushroom" is moving more and more toward Mario 
intending to win over him. Of course, she can easily be 
eliminated with one jump from Mario. Namely, from 
generation to generation, "mushroom" (by using NN) 
"creates awareness" that she should be at a short dis-
tance from Mario to be able to avoid a potential attack, 
or manage to defeat Mario.

5. EXPERIMENTAL RESULTS

The video game was tested by experimental methods 
based on the opinions of the players and the observa-
tions of observers who, by participating in the game, 
made it possible to reach concrete conclusions. Starting 
from the fact that the experiences of the players and the 
way of playing changed from generation to generation, 
the goal was to establish the influence of ANN on the 
changes and improvements of the described video game. 

The following graphics show the behaviour of all ac-
tors in this video game. Thus, we mean their change of 
behaviour from generation to generation (in this case 
50 generations), which depends on the experience of 
the player and his abilities, but also on the fact that the 
"mushrooms" are getting smarter as time goes by. A 
neural network was used whose neurons have one in-
put layer, and the goal is to define the relationship of the 
"mushroom" in the state of motion concerning Super 
Mario. More precisely, based on the distance formula: 
D= [√(x12- x22)-( y12- y22)], which determines the short-
est distance between two points in a two-dimensional 
plane, defines the distance in 2D space where x is the 
difference between x1 mushroom coordinates and x2 
coordinates of Mario, and y is the difference of y1 co-
ordinates of mushrooms and y2 coordinates of Mario. 

Graph 2 shows that the elimination of "mushrooms" 
varies. We conclude that the game becomes more 
complicated over time because the "mushrooms" gain 
the ability to avoid attacks and eliminate Mario more  
efficiently and more easily. At the same time, the players' 
experience is a bit worse, which increases their speed of 
adaptation and observation at a certain level of the game.

Graph 2 – A survival rate of mushrooms, by generation, D - player 1
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Graph 3 shows that the skill of the player is much 
higher, which additionally enabled him to learn effectively 
and to adapt to the game, which also applies to ANN 
from the aspect of improvement.

As in the previous case, the learning speed of the 
"mushrooms" is proportional to the learning speed of 
the player, with the fact that the player, in terms of skills 
and learning, is at an intermediate level (Graph 4).

After testing the game with 3 different players, an av-
erage was made, because all three previous players have 
different skill levels. As can be seen in Graph 5, even 
though these are three players with different skills and 
experiences, the average line (brown line) shows both 
falls and rises in an almost uniform order. This proves 

that the process of “mushrooms” getting used to players, 
as well as the process of players getting used to “mush-
rooms” is a recurring cycle.

In the following graphs, a neural network is used 
whose neurons have two input layers, which means that 
the "mushrooms" move and observe Mario's position. 
Player distance is defined using the Distance formula. 

With this approach, it can be seen that the "mush-
rooms" have acquired a higher degree of ability to per-
ceive the environment around them, from generation 
to generation they become smarter, but this time at a 
higher level. Based on learning from previous situations, 
they react faster to potential attacks by Mario and elimi-
nate their opponents more efficiently. 

Graph 3 – Mushrooms death by generation, D - player 2

Graph 4 – Mushrooms death by generation, D - player 3
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Graph 6 shows that in the beginning the player only 
gets acquainted with the game, so the result does not 
vary much, while after a certain number of attempts, the 
player's abilities to react increase, which leads to a better 
result. At the same time, there is an improvement in the 
ability of the "mushroom" to react.

In the case of another player, at the beginning of the 
game, the result varies, and then during the game, it 
remains at a higher level, which leads to improving the 
responsiveness of the "mushroom" in avoiding attacks.

After testing the game with 2 different players, an 
average was made, which is marked in green on Graph 8.

 

Graph 9 shows how the player gets used to the 
"mushrooms" in situations where they raise the level of 
difficulty of the game to adapt to the player. It is noticed 
that the player survives for a longer period, based on 
learning how the "mushrooms" behave and the way they 
move. A significant drop in the intensity of the defence, 
causes the behaviour of the mushroom to change in the 
next stage of the game. In this test, Mario behaves the 
same as in the first test, by trying to eliminate as many 
"mushrooms" as possible, but this time the goal is to stay 
in the game as long as possible. This, as well as the previ-
ous experiment, gives a clear picture of the interaction 
in the learning process on the relation "mushroom" - 
player and player - "mushroom".

Graph 5 – Mushrooms death by generation, D - average

Graph 6 – Mushrooms death by generation, X-Y - player 1

http://sinteza.singidunum.ac.rs


26

SINTEZA 2022
INTERNATIONAL SCIENTIFIC CONFERENCE ON INFORMATION TECHNOLOGY AND DATA RELATED RESEARCH

Sinteza 2022
submit your manuscript | sinteza.singidunum.ac.rs

Theoretical Computer Science and  
Artificial Intelligence Session 

Graph 9 – Mario death timers

Graph 7 – Mushrooms death by generation, X-Y - player 2

Graph 8 – Mushrooms death by generation, X-Y - average
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6. CONCLUSION

Based on testing, algorithmic analysis that defines 
the behaviour of certain elements in the video game Su-
per Mario, as well as based on experimental results, it 
is clear that neuron-based agents can overcome some 
of the shortcomings associated with classical AI tech-
niques in video game design. In this thesis, artificial in-
telligence should be trained with the help of supervised, 
unsupervised and reinforced learning (machine learn-
ing methods) to beat human records in the game Super 
Mario. That is, it describes how the algorithm accurately 
recognizes and treats a particular game and its elements 
and what effects it has on players.

The paper points out the importance of applying 
an algorithm that uses supervised learning and assisted 
learning methods, which confirms the sustainable im-
plementation of AI-controlled neural networks in the 
simulation of 2D and 3D video games. Supervised learn-
ing is effective in applying best practices to existing data, 
and applicable to the functionality of the Super Mario 
video game, given that players' behaviour, through mul-
tiple testing phases, is used to learn the NN algorithm. 
The algorithm can first be trained using pre-existing 
data, as far as the basic functions of the game are con-
cerned. In Super Mario, this would be running, squat-
ting, jumping, collecting coins and avoiding opponents. 

As an additional confirmation of the objectives of the 
work, we can mention Ellon Musk’s OpenAI which is 
based on ANN and uses the same approach to learning 
AI, which was used in the example of the video game 
shown in the paper. The basic rule is that there are no 
game rules, only monitoring (input/visual data that 
players would have). 

It is clear that the current 3D video games are more 
complex than Super Mario, they have more variables, 
but equal freedom for creativity (all have rules that keep 
them within certain limits, but within them a high level 
of freedom). Such complex and diverse behaviours can 
hardly be described in lines of code, linear algorithms, 
behaviour trees, or similar methods. However, focusing 
on ANN design can influence the complexity of ANN, 
the speed of learning, and the behaviour of video game 
actors, as can be seen from the D and X-Y experiments, 
where players are seen to learn and adapt faster in the 
X-Y version.

Neural networks can be used in many different ways 
in video games, from agent control, environmental 
evolution to content generation. As stated in the paper, 
monitoring the process of neural network development, 
for example, can be a very useful process. Despite prov-
ing sustainable for agent design, there are still many un-
explored directions of application and use of neural net-
works in video games, especially in 2D and 3D graphics 
environments. The potential is that neural networks can 
generate entire worlds or complex video games based on 
the preferences of human players. 
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