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ABOUT SINTEZA 2021

International Scientific Conference SINTEZA provides an ideal platform for the exchange of information and
dissemination of best practices, ideas and advancements in the state-of-the-art and technical improvements in
the domain of Information Technology and Data Related Research.

Rapid advances in Information Technologies (IT) in recent decades have had a huge impact on numerous facets
of everyday life and have created tremendous opportunities for economic, technological and social gains at a
global scale. In particular, the advances in data-science, block-chain technology and optimization techniques
are becoming the driving force behind many changes in both technology and business. Emergence of new
technologies has caused widespread expansion of the internet of things. At the same time problems related to

cyber security, security of communications, as well as the security in the cloud are becoming important topics.

New technologies and scientific breakthroughs have already altered the working and living environments
making them safer, more convenient and more connected. These scientific advances are now also used for solving

some of the most pressing problems our society is facing today, such as climate change and environmental issues.

The conference seeks submissions from academics, researchers, and industry professionals presenting novel
research on all practical and theoretical aspects in the field of Information Technology and Data Related Research
and their applications in a range of business, engineering, environmental and research fields. Traditionally held
each year, conference features several prominent keynote speakers and presentations organized in thematic sessions
covering topics such as computer science, information systems, IT security, applications of IT and data science
in environmental engineering, education and sports. In addition, there is a special student session reserved for
research work done by undergraduate students.

Sincerely,

Organising Committee of Sinteza 2021
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Abstract:

Let us suppose a situation in which it is necessary to check the car before going
on a journey, a situation in which breakdowns appear but also mysteriously
disappear, a situation where solving problems with the vehicle is only possible
by looking at the data obtained by reading sensors, routine vehicle checking
(insight into data irregularity), "real-time" monitoring of car condition...
The main goal of this paper is the early detection of erroneous readings of
vehicle airflow systems in real time and constant monitoring of the subject
vehicle, by coupling and using trained models based on machine learning
tools of artificial intelligence and using "Infinity" device.

Keywords:
Can-bus, Automotive, Mass air flow sensor, Linear regression, Random forest

INTRODUCTION

As aresult of climate change and the greenhouse effect, the Environ-
mental Protection Agency (EPA) [1] and California Air Resources Board
(CARB) [2] were authorized by the government to apply protocols that
monitor the exhaust gas emissions from car manufacturers. During a
car’s lifetime, the owner is obliged to maintain the emission of exhaust
gases in the prescribed parameters, while the manufacturers are obliged
to provide the necessary infrastructure which gives an insight into the
emission of harmful gases into the atmosphere.

Electronic monitoring and diagnostic operation of internal combustion
engines, cars and light trucks was introduced in the late 1970s, and
already in the early 1980s the OBD (On-Board Diagnostics) system
designed to inspect the compliance with EPA and CARB emission control
standards started to be applied. Over the following years, the diagnostic
systems became increasingly sophisticated, so in the mid-1990s, the
OBD standard received its upgrade called the OBDII standard. This new
standard provides almost complete insight of car exhaust emissions, but
also monitors other systems such as chassis parts, accessories, electronic
vehicle slip system, etc.

DOI: 10.15308/Sinteza-2021-3-8




By implementing the OBDII standard, and in order
to control the operation of all car systems and subsys-
tems, the automotive industry had the obligation to in-
troduce standardization, protocols according to which
computers communicate with each other, without the
need to introduce a master host as a control point in the
exchange of information.

The auto industry that was obliged to implement the
OBDII standard, inspired “Robert Bosch GmbH” to begin
developing CAN protocol in 1983. It was officially intro-
duced in 1986 at the conference of the Society of Auto-
motive Engineers (SAE) [3] and as early as 1991, CAN
protocol started to be implemented in Mercedes cars.

Shortly afterward, the acceptance of this protocol be-
came wide spread, in other words, all car manufacturers
were obliged to implement CAN protocol with part of
OBDII standard [4] which are associated with control of
car exhaust emission.

The CAN protocol is specific in that every unit sends
data with a single header to the network, and when an
end node computer needs it, it uses it by intercept the
information from the CAN-bus network.

This research uses the data collected from the CAN-
bus car network for the purpose of predicting incorrect
readings of mass air flow sensors, by coupling and using
trained models, machine learning tools of artificial intel-
ligence, with the help of the "Infinity" device.

2. OVERVIEW OF TEST CYCLE TOPOLOGY

The proposed cycle as we can see at Figure 1, is based
on the idea of training the data obtained from the vehicle in
a relatively short interval while the vehicle engine is idling,
by gradually increasing and decreasing the engine speed. A
piece of hardware was developed for this research which,
connected to the diagnostic port of the car, performs the
basic purpose of collecting and sending data to a remote
server, as well as predicting, by regression model of real-
time machine learning, the values of mass air flow sensor
which is described in further bellow in this paper.

INFINITY DEVICE

Figure 1. Topology of MAF sensor test cycle
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3. NATURE OF DATA STRUCTURE

The CAN protocol [5], although standardized, did
not offer a significant opportunity for an enthusiastic
researcher to gain an insight into it, because each manu-
facturer interpreted and implemented the CAN protocol
in its own way. This created an absurd situation that the
standardized protocol was not standard. The problem
was that the headers in sending messages through the
car network were not unique to each make, type and
model of a particular vehicle manufacturer.

This situation presented an opportunity to the world
regulatory body for pollution control to bring under con-
trol air pollution caused by cars, and the epilogue of the
introduction of standards is an obligation for all manufac-
turers in the automotive industry to implement standard-
ized protocol headers for exhaust gas purification.

The standard information request headers, On-
Board Diagnostics Parameter IDs (OBDII PIDs), which
provide insight into a car's air purification system, have
opened up the possibility of standardizing at least a
small segment the CAN protocol and enable the devel-
opment of various applications that are not related to
exhaust gas control but use standard request headers
(hereinafter: PID) [Figure 2].

OBD2 frame

Mode ) A B c D (Unused
3) | (eg. 41) | (eq.0D) | (e0.32) | (eg. A% | (eg A% | (eg. A%) | (g AR)

T
o2

CAN data

Figure 2. CAN-bus message header structure (PID)

The data analyzed in this paper were obtained from
the CAN-bus network, utilizing several standardized
PIDs that were used to predict faulty, incorrect read-
ings of the vehicle engine Mass Air Flow sensor (MAF)
[Figure 3].

4. DATASET STRUCTURE

The CAN-bus network is "noisy", while the maxi-
mum flow is 500 Kb/s, and all car sensors, actuators
and computers constantly send information about their
status, condition and values. Sensor values that are by
their nature linear are discretized and as such sent to
the network. The end nodes (computers) in a vehicle
have access to all the data and only those that are
essential and necessary for operation are prioritized and
"extracted” as information.

Computer Science, Computational Methods, Algorithms and
Artificial Intelligence Session



The data status that the Engine Control Unit (here-
inafter: ECU) "extracted" from the CAN-bus network
was used to generate a dataset [6], in order to predict
the correct operation of the MAF sensor. The generated
dataset has the information structured of three inde-
pendent variables obtained from the ECU, specifically
from the sensors:

o RPM - Revolutions Per Minute sensor
o MAP - Manifold Absolute Pressure sensor

o FGP - Fuel Gauge Pressure sensor

The values of the selected prediction attribute, the
dependent variable, are obtained from the Mass Air
Flow sensor [Figure 3], and the measured values are
mapped into the amount of air "sucked" into the car
engine. In short, this sensor is of prime importance for
the proper operation of an engine, since the data
obtained from this sensor are used by the central ECU
to correct the amount of injected fuel and thus enable
coordinated engine operation.

Figure 3. Mass Air Flow sensor (MAF)

The combination of independent attributes (RPM,
MAP, FGP) and dependent variable (MAF), can be clearly
seen in the correlation matrix in Figure 4. and Figure 5.

(081 096 098
. 0.92"0.95
7,097

MAFE

30000 50000

Figure 4. Correlation matrix of dependent variables
(RPM, MAP, FGP) and independent variable (MAF)
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Figure 5. Correlation matrix of dependent variables
(RPM, MAP, FRGP) and independent variable (MAF)

5. CHOICE OF MACHINE LEARNING METHOD

The problem of machine learning is of regression
type with data that are linearly related. It should be
noted that the training data set is not large since a small
number of samples is sufficient for the proposed method.
For that reason, a ten-minute training on a good con-
dition vehicle can be considered sufficient for future
prediction of incorrect MAF sensor readings. The data
on which the training and evaluation were performed
in this paper contain 2.759 samples obtained from the
CAN-bus network. Machine learning of time series
regression rules can be viewed as an interpretation of
recognizing the dependence of independent attributes
in the collected data. Inductive learning based on the
obtained examples, after the application of machine
learning methods, maps the time sequences into a pre-
diction attribute which further predicts and checks the
future input values of the MAF sensor.

Considering the linear connection of dependent
attributes, this paper uses and evaluates the following
regression methods of machine learning, which are:

o Simple Linear Regression (SLR)

o Multiple Linear Regression (MLR)
e Random Forest (RF)

6. SIMPLE LINEAR REGRESSION (SLR)

The general form of SLR model, according to [7], can
be represented as:

Yl_ = ﬁo + [31 X+ e, (=12,...N

where Y, is the dependent variable, x;, is the value of
the independent attribute, 8, B, is the unknown con-
stant (regression parameters), N is the size of the basic
set of attributes.

Computer Science, Computational Methods, Algorithms and
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The best candidate of the independent attribute of
SLR was obtained by looking at the correlation matrix
in Table 1. The strongest correlation of MAF are RPM
sensor readings.

RPM MAP FGP MAF
RPM  1.000000 0.913430 0.957484 0.984641
MAP  0.913430 1.000000 0.922442 0.953109
FGP 0.957484 0.922442 1.000000 0.974711
MAF  0.984641 0.953109 0.974711 1.000000

Table 1. Correlation matrix RPM, MAP, FGP, MAF
dependence of SLR attributes

A graphical representation of the linearity of the
RPM and MAF sensors can be seen in Figure 6 and Figure 7.

6.1. SIMPLE LINEAR REGRESSION - EVALUATION OF THE
OBTAINED RESULTS

After applying OLS and statistical methods of error
measurement, the following results were obtained on
the test set [Figure 8]:

OLS Regression Results

Dep. Variable: y R-squared: 8.971
Model: OLS  Adj. R-squared: 0.970
Method: Least Squares F-statistic: 1.81le+04
Date: Tue, 25 May 2821 Prob (F-statistic): .00
Time: 20:25:25  Log-Likelihood: -1833.9
No. Observations: 552 AIC: 2072.
Df Residuals: 55@  BIC: 2080.
Df Model: 1

Covariance Type: nonrobust

coef std err t P>t [@.025 0.975]
const -0.0412 ©.183 -0.224 0.822 -8.401 ©.319
X1 1.0014 .07 134.583 ©.000 0.987 1.016
Omnibus: 36.209  Durbin-Watson: 2.119
Prob(Omnibus): ©.600 Jarque-Bera (JB): 50.143
Skew: ©.3%93  Prob(JB): 1.2%e-11
Kurtosis: 4.249  Cond. No. 67.4

Figure 6. RPM and MAF attribute linearity (training set)

Figure 7. RPM and MAF attribute linearity (test set)
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Figure 8. OLS evaluation of learned Linear

Regression model (test set)

o Mean Squared Error = 2.48

» Root Mean Squared Error = 1.57
o Mean Absolute Error = 1.15

o R-squared (R?) =0.971

o == Test set values MAF sensor
— Prediction values (SLR) MAF sensor

10 0 0 a0 5%

Figure 9. Comparative representation of predictive and
test results (SLR)

7. MULTIPLE LINEAR REGRESSION (MLR)

The general form of the MLR predictor, , according
to [8], can be represented as:

Y, = ﬁo + ﬁz xi,1+'"+ﬁ1 Xo1 Xipat &
(=12,..,.N

where x| represents the / -th value of the k-th predictor
fori=1,.., n
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MLR takes several independent attributes, which can
be seen in the correlation matrix done over the dataset
in Table 2:

RPM MAP FGP MAF
RPM  1.000000 0.913430 0.957484 0.984641
MAP  0.913430 1.000000 0.922442 0.953109
FGP  0.957484 0.922442 1.000000 0.974711
MAF  0.984641 0.953109 0.974711 1.000000

Table 2. Correlation matrix RPM, MAP, FRGP, MAF

7.1. MULTIPLE LINEAR REGRESSION - EVALUATION OF
THE OBTAINED RESULTS

After applying OLS and statistical methods of error
measurement, the following results were obtained [Figure 10]:

OLS Regression Results

Dep. Variable: y R-squared: 8.991
Model: OLS  Adj. R-squared: 0.991
Method: Least Squares F-statistic: 6.137e+04
Date: Tue, 25 May 2021 Prob (F-statistic): .00
Time: 15:38:11  Log-Likelihood: -762.93
No. Observations: 552 AIC: 141e.
Df Residuals: 55  BIC: 1418.
Df Model: 1
Covariance Type: nonrobust

coef std err t P>t [e.025 ©.975]
const ©.0015 ©.100 ©.015 0.988 -9.194 0.197
x1 1.0003 ©.004 247.727 ©.000 0.992 1.008
Oomnibus: 7.446  Durbin-Watson: 2.044
Prob(Omnibus): ©.824  Jarque-Bera (JB): 7.591
Skew: ©.232  Prob(JB): ©.0225
Kurtosis: 3.340 Cond. No. 66.7

Figure 10. OLS evaluation of learned multiple linear
regression model (test set)

o Mean Squared Error = 0.75

o Root Mean Squared Error = 0.86

o Mean Absolute Error = 0.67

o R-squared (R?) =0.991

A graphical representation comparing predictive and
test values can be seen in Figure 11.

m Test set values MAF sensor
Ml Prediction values (MLR) MAF sensor

Figure 11. Comparative representation of predictive and
test results (MLR)
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8. RANDOM FOREST ENSEMBLES (RF)

The RF method of machine learning [9] is imple-
mented in this paper from the Scikit-learn library, which
in its implementation uses Gini Importance, which can
be presented in its basic form of a binary tree as:

=W, G, Cuiy™ ghay Crigny

Where ni, is the importance of node j, w, is the
weight number of samples that reached node j, C is the
noise value of point j, left(j) is the left point of the child
in the branches of the tree, right(j) is the right point of
the child in the branches of the tree.

As with the MLR method of machine learning, RPM,
MAP, FGP independent attributes were taken into
account as input learning parameters of the RF model.
The correlation matrix of the coupling can be seen in Table 2.

The parameters of the RF regressor that were taken
into account in the training set are:

o bootstrap = True

e n_estimators = 100

8.1. RANDOM FOREST ENSEMBLE - EVALUATION OF THE
OBTAINED RESULTS

After applying OLS and statistical methods of error
measurement, the following results were obtained
[Figure 12]:

OLS Regression Results

Dep. Variable: y R-squared: 0.994
Model: OLS  Adj. R-squared: 0.994
Method: Least Squares F-statistic: 8.581e+04
Date: Tue, 25 May 2821 Prob (F-statistic): .08
Time: 23:22:32  Log-Likelihood: -611.09
No. Observations: 552 AIC: 1226.
Df Residuals: 550  BIC: 1235.
Df Model: 1
Covariance Type: nonrobust

coef std err t P>|t] [e.025 ©.975]
const -8.0306 0.084 -8.363 8.717 -8.196 8.135
x1 1.0008 0.003 292.939 ©.000 ©.994 1.007
omnibus: 165.522  Durbin-Watson: 1.919
Prob(Omnibus): ©.060  Jarque-Bera (JB): 1192.348
Skew: 1.116  Prob(JB): 1.22e-259
Kurtosis: 9.845 Cond. No. 66.8

Figure 12. OLS evaluation of learned Random Forest
model (test set)

o Mean Squared Error (test set) = 0.53

o Root Mean Squared Error (test set) = 0.73
e Mean Absolute Error (test set) = 0.52

o R-squared (R?) = 0.994
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A graphical representation comparing predictive and
test values can be seen in Figure 13.

—— Test set values MAF sensor
—— Prediction values (RF) MAF sensor

E

Figure 13. Comparative representation of RF model
predictive and test results

9. CONCLUDING REMARKS

The main goal of the paper is to check the correctness
of the MAF sensor reading in a car by applying machine
learning tools over time samples obtained from the
CAN-bus network of vehicles.

The paper presents a situation when the methods
of simple linear regression take into account only one
correlation attribute, namely the reading of the engine
speed sensor (RPM), while other evaluations of the
learned models of machine learning show the results
obtained over test sets.

Since the nature of the data is linearly dependent, the
application of multiple linear regression usually gives
better results than simple linear regression while the best
results are obtained by Random Forest ensembles learning
methods. The simplicity and speed of implementation of
the methods presented in the paper, as well as the size of
the training set over which the evaluation models were
performed, are acceptable for performing operations on
minimal computing resources.
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Abstract:

This paper discusses the problem of choosing the shopping center which is
the most suitable for doing shopping. In modern life circumstances, people
constantly have less time available for activities such as shopping, especially
in big cities, which gives the great deal of importance to this problem. Con-
sidering the fact that there is a large number of shopping centers, as well as
many criteria which can directly influence the choice of the place where to
go shopping, the problem is becoming more complex, so its solution requires
using multi-criteria decision-making methods.

This paper explains two methods used for solving of the considered decision
problem: the AHP and the PROMETHEE method. Both of these methods
have a strong mathematical background, but also include personal opinion of
the decision maker. This implies that the choice of the best shopping center is
made considering both objective and subjective factors and is closely linked
to the specific decision maker. The differences and similarities in the ranking
lists obtained by applying the methods mentioned above, indicate that the
results of multi-criteria analysis should be understood as a recommendation,
whereas the final decision is still to be made by the deciding person. In order
to perform multi-criteria analysis and apply its methods, software developed
for that purpose were used.

Keywords:
Multi-criteria decision, Alternatives, AHP method, PROMETHEE method,
Shopping.

INTRODUCTION

The complexity of the decision problem primarily depends on the
nature of the decision-making system in which decision making is to be
performed. Different circumstances and various limitations which exist
in the system directly influence the choice of one of the possible alterna-
tives. In the decision-making process, there is often a confrontation be-
tween wishes and real needs of the decision maker, on one side, and the
available resources, on the other side. What is typical for these resources,
is that they are always limited (by type or quantity). Also, when making
a decision, several important parameters that characterize each decision
should be taken into consideration and those are: the importance of the

DOI: 10.15308/Sinteza-2021-9-15




decision, the time needed for its making, the costs and
the level of complexity.

The decision-making process includes four basic
phases: identifying and defining the problem, creating
a model, finding solution and implementing solution.

The poblem formulation implies getting an over-
all picture of the problem (orientation period), after
which the components of the problem have to be de-
fined, such as necessary skills the decision maker should
have, as well as the decision criteria. Creating a model
requires defining a set of possible alternatives, which
are to be chosen from. Finding solution, or in other
words - choosing the optimal alternative, can be carried
out analytically, numerically or by simulation. The last
step is the implementation phase, in which the solution
obtained in the previous phase is applied to a specific
problem.

2. MULTI-CRITERIA DECISION ANALYSIS

In many real-world situations [1], [2], in order to
achieve the best possible decision, a large number of fac-
tors (criteria) needs to be taken into account, so that
the decision could be relevant. The criteria can be mu-
tually independent (for example, color and speed) or
dependent (age and work experience) and sometimes
even mutually opposed, which means that the fulfill-
ment of one criterion can negatively affect the fulfill-
ment of another criterion (price and quantity). Some
of the criteria can be expressed quantitatively (weight),
while some are described qualitatively (communicative-
ness). The criteria are usually not equally important to
the decision maker, so criteria are often assigned priori-
ties. In such conditions, decision making, which is now
seen as multi-criteria decision making, means finding a
compromise solution. The purpose of compromise solu-
tion is to achieve balance between the criteria, whereas,
at the same time, it takes into account the preferences of
the decision maker.

The multi-criteria decision-making process begins
with the analysis of the problem and the identification
of a set of criteria relevant for the decision making. In
the beginning of the process, a set of possible alterna-
tives that represent potential solutions to the problem,
is also to be identified. Afterwards, an evaluation table
is created, which contains values of all criteria for all
of the alternatives. Using the evaluation table, the next
step is to apply some of the existing multi-criteria deci-
sion-making methods (mainly with software support)
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and obtain the final result: a ranking list of alternatives,
from which can be easily seen which alternative is seen
as the best.

In this paper, the process described above is illustrated
in the example of choosing the best shopping center,
using two multi-criteria decision-making methods, the
AHP method and the PROMETHEE method, which will
be presented in continuation.

3. THE AHP METHOD

AHP (Analytical Hierarchy Process, T.L.Saaty [3])
is one of the best-known methods of multi-criteria
decision making. It is used in different fields for solving
complex and unstructured decision-making problems,
when multiple criteria are present [4]. The application
of the method starts with structuring the problem, so
that hierarchical structure of elements is formed (see
Figure 1). The goal, which should be achieved as a result
of successful decision making, is placed at the top of the
hierarchy. The criteria, deriving from the goal, are to be
found at the next level. If a particular decision problem
requires, the criteria can be divided into sub-criteria,
which are then located at the lower level. In a similar
way, sub-criteria can be decomposed into further criteria
levels. At the bottom of the hierarchical model, all the
available alternatives are placed. Each of these alterna-
tives is seen as the one that potentially meets the defined
criteria, and in that way, the overall goal as well.

GOAL

CRITERION 1

=SS\

ALTERMATIVE 1

CRITERION 2

CRITERION 3

ALTERNATIVE 2 ALTERNATIVE 3 ALTERNATIVE 4

Figure 1 - Hierarchical structure of the problem.

In the second step, the elements in the hierarchy are
assigned either numerical or descriptive values, based on
which they will be compared. The AHP method consists
of parwise comparison of elements at the same hierarchy
level, with respect to the common element at the upper
level.
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The comparison is performed successively, starting from
the first level. Firstly, criteria are compared in pairs,
comparing each criterion with another one, whereby
these pairs are evaluated with reference to the goal. The
procedure is then repeated at each level of the hierarchy
and is concluded with the parwise comparison of alter-
natives, which are to be found at the bottom of the
hierarchy. When comparing pairs of elements, a scale of
relative importance is to be used, typically Saaty's scale
of relative importance. Therefore, when two elements
E, 1 E, are being compared, the importance, that is the
priority of one element over another is to be established
and, according to the scale applied, the numerical
parameter a4, is to be determined. After all pairs have
been evaluated, an nxn matrix A is assembled, where n
represents the number of elements at the specific hierarchy
level. The elements of the matrix A have the properties
given in Equation 1:

Vi=1,..,n,Vj=1..,n:a,>0
Vi=j:a =1

Vi=l,...,n,Vj=1,.,n:a =a’

u 7

Equation 1 - Definition of matrix A.

The next step is to calculate the relative weights of
the elements (criteria, sub-criteria or alternatives) in
relation to the higher-level element. To achieve that,
each parameter a, of the matrix 4 has to be represented
as the quotient of the local weights of the elements,
that isa, = w/w,. Using this matrix form, the normal-
ized elements weight vector w = {Wl,wz,...wn}T is to be
determined by means of one of the following methods:
the additive normalization, the eigenvalue/eigenvector
method, the logarithmic least squares method, etc.

In the end, the vector w should be multiplied by
the weight coefficient of the higher-level element, with
respect to which the comparison was done. This procedure
is repeated in sequence, going from higher to lower levels
of the hierarchy, until the lowest level with alternatives is
reached. The final result, a composite normalized vector for
the complete hierarchy, is obtained by multiplying the
local weight vectors of each hierarchy level. By means
of the composite vector, it is possible to determine the
relative priority of alternatives against the goal, which
results in their ranking and the choice of the best alter-
native.
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3.1. THE SUPERDECISIONS SOFTWARE

For the purpose of quicker and more efficient
application of the previously described decision method,
multiple software tools which implement AHP method
have been developed. In this paper, the SuperDecisions
softver [5] was used, created by Saaty, the author of the
method.

SuperDecisions software allows the following
procedures:

o generating a hierarchical structure of the problem

o pairwise comparison of elements in a hierarchy
(by means of matrix or graphically)

o calculation of relative weights of elements
o determination of the ranking of alternatives

o conducting sensitivity analysis which questionates
how the change of input data would influence the
ranking of alternatives

4. THE PROMETHEE METHOD

PROMETHEE (Preference Ranking Organization
Method for Enrichment Evaluation, ].Brans [6]) repre-
sents a family of six methods that serve for ranking of
alternatives, based on multiple criteria. These methods
have wide application in different fields (medicine [7],
chemistry, banking, etc.), primarily due to their math-
ematical background, ease of use and the stability of the
results achieved by means of them.

The basis of the PROMETHEE method consists
in pairwise comparison of available alternatives. The
choice of the best alternative doesn’t only depend on
a set of established criteria and alternatives given, it is
moreover influenced by personal beliefs and prefer-
ences of the decision maker. Therefore, the solution of
a concrete decision problem can’t be seen as the best
in general, but only as the best according to a specific
decision maker.

Let the following multi-criteria problem be given
max{k (a), k,(a), ..., kp(a) | a € A}, where A represents a
finite set of available alternatives which are to be ranked,
whereas k ,....k are previously defined criteria. The val-
ues of each criterion against each alternative are stored
in the evaluation table (see Table 1).
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Option k, k, k, k,
a, k(a) kjfa) kj(al) kp(al)
a, k(a) kj(a,) ki(a,) kp(az)
a, k(a) kj(a) k](ai) kp(“,-)
a, kl(aq) kz(aq) k}.(aq) kya)

Table 1 - Evaluation table.

On the basis of the evaluation table, the comparison
of each pair of alternatives is carried out against each of
the criteria. The result of comparing two alternatives a i
a, against the criterion k; is given as the preference func-
tion Pj( a _,a ), whose values are falling to the interval
from one to zero [0,1]. The value 0 shows the indiffer-
ence between alternatives, while the value 1 indicates the
strong preference of the first alternative over the other
one. The six preference functions (Usual, U-Shape,
V-Shape, Level, Linear and Gaussian) are defined by the
author of the method, which show how the value of the
preference function depends on the difference dj( a,a,)
=k(a,)k(a,)

The decision maker, according to his affinities,
assignes one of the preference functions to each criterion.
Given that the result of comparison of two alternatives
(a,ia_)againsta criterion (k}.) is the value P}.( a .a ), the
relation of two alternatives with respect to all criteria
can be described by the preference index IP defined by
Equation 2, where w, are the relative weights belonging
to criteria.

P(a,a)=3 w R 0.

Equation 2 - Preference index calculation.

The preference indices are calculated for every pair
of alternatives and both values IP(a ,a ) and IP(a ,a )
have to be defined. They are then used for either partial
(PROMETHEEI) or complete (PROMETHEE II) rank-
ing of alternatives. Therefore, based on the preference
indices, three preference flows are calculated as it is given
in Equation 3: (1) the positive (outgoing) preference
flow T*(a), (2) the negative (incoming) preference flow
T (a), and (3) the net preference flow T(a).
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T (@)= 20 P(ax) M
Ta= 5 re) o
T(a)=T"(a)—T (a) (3)

Equation 3 - Preference flows.

The positive or outgoing flow indicates how the
alternative a is prefered to all the other alternatives. On
the other hand, the negative or incoming flow shows
the degree of domination of other alternatives over the
alternative a. In other words, the positive flow reflects
the overall strength, while the negative flow expresses
the overall weakness of the alternative. The higher the
positive flow, the better the alternative. When it comes
to negative flow, the alternative is better with its negative
flow being lower. In conslusion, the net preference flow
can be seen as the relevant parameter for the complete
ranking of alternatives, which means that the alterna-
tive choosen as the best will be the one with the highest
net flow.

4.1. THE VISUAL PROMETHEE SOFTWARE

In this paper, Visual PROMETHEE software [8] has
been used for method application. The software was
approved by the author of the method and it enables
creating a scenario in which the decision maker defines
alternatives, criteria and preference functions, based
on which alternatives are rated and ranked partially or
completely.

The software offers different ways of vizualization
of results: PROMETHEE Diamond (two-dimenzional
representation in form of angled plane which combines
both partial and complete ranking), PROMETHEE Net-
work (a net of nodes in which incomparable alternatives
are easy to detect), PROMETHEE Rainbow (shows the
final ranking, including contribution of each criterion),
GAIA (graphical representation of alternatives and criteria
on the GAIA plane, pointing out their mutual relations).

In addition to this, the software also contains a useful
tool called Walking Weights, that allows to analyze how
the change of criteria weights affects the final ranking of
alternatives. In this way, it is possible to determine the
intervals in which criteria weights could vary, without
causing changes in the ranking of alternatives.
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5. CASE STUDY

The multi-criteria decision-making methods
described in this paper (AHP and PROMETHEE) have
been applied to the problem of choosing the most
appropriate shopping center (SC), which is the best for
doing shopping or other leisure activities that shopping
centers usually offer. The interest for this problem has
to do with the fact that life has become fast in modern
times, which results in the lack of free time in general,
as well as in the lack of time for going shopping. That is
why the help with choosing a particular place (shopping
center), would be very welcome for an average person.

At the time of writing this paper, the following six
shopping centers were considered to be the most visited
in Belgrade and therefore choosen as alternatives, based
on which the decision making was conducted:

a, Delta City

a, Usce Shopping Center

a, Stadion Shopping Center

a, Big Fashion Shopping Center
a. Rajiceva Shopping Center

a. AdaMall

The shopping centers will be compared with respect
to the following five criteria:

k, The retail area

The car parking options

2

The number of parking spots

21

The parking fee

22

k
k
k
k

. Nearby public transportation options

(total number of public tansportation lines)
The location (the distance from the city center)
The average attendance

., Theattendance on Wednesdays

& X X

., The attendance on Saturdays

As can be seen, the second and the fifth criterion are
divided into two sub-criteria. The average attendance
includes two sub-criteria as well, which is important
because there is a significant difference when it comes
to number of visitors on weekdays (in this case, on
Wednesday) and on the weekend (on Saturday).

The values for each criterion/sub-criterion for every
alternative are given in Table 2. The number of parking
spots (k,,) is expressed in hundreds, while the parking
fee (k,)) is given in din/h, with the fact that the alterna-
tives a, i a, have no parking fee during the first three
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hours, whereas the alternative a, includes free parking
during the first 30 minutes. The criterion k, refers to the
total number of public transportation lines by which
the shopping center can be reached. Furthermore, the
attendance (k,) shows the number of shopping center
visitors in the period from 5pm to 8pm, considering
location-based check-ins suggested by Google. This cri-
terion is assigned values from 1 to 4, with 4 express-
ing the biggest attendance and 1 indicating the smallest
number of visitors.

c k, k, B k, ks
aoem) g, k, 5 OGmog g
a, 30 11 100 10 5.8 3 4
a, 50 13 100 22 2.9 3 4
a, 28 0.8 - 4 7.7 3 4
a, 32 8 - 10 4 2 4
a 15.3 4.5 100 9 1 3 4
a 34 10 - 21 6.2 2 4

Table 2 - The values of criteria for all alternatives.

5.1. APPLICATION OF THE AHP METHOD

In order to conduct the multi-criteria decision analysis
using the AHP method, the hierarchical structure of the
problem was created according to the criteria definition
given in Table 2 by means of SuperDecisions software.

Afterwards, the alternatives are pairwise compared
with respect to a higher-level element, starting from the
first level, at which criteria are to be found. If a criterion
is diveded into sub-criteria, the comparison of the alter-
natives (which are at the bottom level) is done against
the sub-criteria. If there are no sub-criteria, alternatives
are compared with reference to the criteria given. With
the aim of comparing the elements, Saaty's nine-point
scale was used.

The comparison results were placed in the pairwise
comparison matrix. For example, in case of comparing
the given alternatives with respect to the number of
parking spots, the matrix will have the form shown in
Table 3.
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k, a, a, a, a, a, a,  Priority
a, 1 1/4 5 5 7 3 0.238
a, 4 1 6 6 9 5 0.470
a, 1/5 1/6 1 1 5 1/4 0.061
a 1/5 1/6 1 1 5 1/4 0.061

a 1/7 1/9 1/5 1/5 1 1/7 0.023

a 1/3 1/5 4 4 7 1 0.147

Table 3 — The comparison of alternatives with respect to
the number of parking spots.

Based on all pairwise comparison matrices, the
SuperDecisions software generated the ranking of the
alternatives as shown in Figure 2.

# New synthesis for: Super Decisions Main... — O X

Here are the overall synthesized priorities for the
alternatives. You synthesized from the network Super
Decisions Main Window: EvaluacijaTrznog.sdmod

ADA MALL 0.219420
BIG gEAbiTHEIRON SHOPPING T
DELTA CITY 0.091885
RANICEVA SHOPPING CENTER 0.120233
STADION SHOPPING CENTER 0.053076
USCE SHOPPING CENTER 0.390596

Okay | Copy Va[uesl

Figure 2 - The ranking of alternatives using the AHP method.

5.2. APPLICATION OF THE PROMETHEE METHOD

The application of the PROMETHEE method to the
considered decision problem using Visual PROMETHEE
software starts with defining the scenario and its param-
eters that is the input data related to alternatives and
criteria given in Table 2.

Compared with the AHP method, the criteria are
now organized in a different way. Namely, the criteria
are classified considering some of their common fea-
tures. The groups of criteria can then be grouped into
clusters. In this particular example, the sub-criteria de-
fined in the hierarchy can be seen as criteria, which are
then grouped, depending on their nature.

Firstly, it was defined whether a particular criterion
has to be minimazed or maximazed. If a criterion is
quantitative, it was expressed in a suitable unit of meas-
urement.
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In order to rate criteria, appropriate evaluation scales
were defined for qualitative criteria (yes/no, 5-point
scale and 4-point scale, depending on specific criterion).

The weights of the criteria are the same as the ones
calculated by means of the AHP method. For each
criterion, a preference function was defined using the
appropriate tool available in Visual PROMETHEE soft-
ware (the decision maker fills out a questionnare based
on which their affinities are determined).

The alternatives were grouped into two categories
depending on whether the shopping center was opened
in the last five years or earlier.

Using the data entered by decision maker, the soft-
ware calculates the partial ranking of alternatives (PRO-
METHEE I method), which shows that SC U$¢e has the
highest positive and the smallest negative flow, so it is
certainly the best alternative. It can be noticed that there
are two pairs of alternatives which are incomparable.

Figure 3 shows the complete ranking of alternatives
(PROMETHEE II method), in which the obtained ranking
is based on the net flow.

Vi=1,...,n, ‘v’j=1,...,n:aq >0
Vi=j:a =1
Vi=l,.,n,Vj=1.,n:a =a’

i J

IP(am,an)z P wP (%%)

Jj=1

T (a)=—3" . 1P(ax)

[ PROMETHEE Flow Table = [ X

Rank akcija Phi Phi+ Phi-
1 Usce D 0,6008 0,6275 0,0267
2 AdaMal [l 0,2382 0,3509 0,1127
3  Big Fashion . -0,0638 0,1290 0,1928
4 (DC D -0,1706 0,0785 0,2451
5  Stadion B -0,2969 0,0634 0,3604
6 Rajiceva O -0,3076 0,1225 0,4301

Figure 3 - The complete ranking using the PROMETHEE
IT method.
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6. CONCLUSION

From the ranking results obtained by the application
of the AHP and the PROMETHEE decision-making
methods, it can be seen that the alternative SC Us¢e is
the best in both cases, followed by Ada Mall, whereas
there are slight differences in the ranking of other alter-
natives. The main reason for that is the fact that personal
beliefs, foresights and experiences of the decision maker
are differently modelated in each of these two methods.
Therefore, it would be possible to obtain different rank-
ings even if the same method would be applied by two
decision makers (for example, in case of PROMETHEE
method, based on the affinities of the decision makers,
two different scenarios could be defined, including dif-
ferent preference functions). What can be concluded is
that each decision could be seen as good enough, pro-
vided that it uses the algorithm of multiple criteria deci-
sion making. Certain requirements and opinions of the
specific decision maker are also a crucial part of making
a potentially good decision

In order to make the best possible decision, these two
methods can be interconnected, so that each of them can
use other method’s results [9]. For example, in this pa-
per the weights of the entities were determined by apply-
ing the AHP method, which were then used for ranking
of alternatives by means of PROMETHEE method. The
use of available programs simplifies the entire decision-
making process, since the results are generated straight
away.

One of the biggest advantages of both methods is
the possibility to perform a sensitivity analysis, which
shows how changes in importance of criteria influence
the ranking of alternatives.
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Abstract:

The extraordinary size and influence of gaming industry on contemporary
(digital) markets creates a vast pool of resources (material and abstract) that
is constantly refilled and used in order to make modern digital games of all
kinds and genres as attractive and performant as possible. A key component
of almost every complex digital game that is developed today is its artificial
intelligence module. Due to the variety of problems that can be and are solved
by using artificial intelligence in digital games its functionality is practically
essential.

The paper describes the application of artificial intelligence methods, its
implementation in the content generation process, as well as modelling the
gameplay. The game design directly conditions the complexity and perfor-
mance of artificial intelligence module. It should be noted that the digital
games that so far used mode advanced artificial intelligence techniques had
variable success, which implies that this area of application still needs to be
fully defined, and that the future technological/software progress will further
determine the level of freedom that game designers will have in their creativity.

Keywords:
Digital Games, Computer Graphics, Artificial Intelligence.

INTRODUCTION

The field of artificial intelligence is rapidly evolving for the benefit
of various industries and applications. The creation of interconnected
and intraconnected machines, devices and software is enabled by using
multidisciplinary and interdisciplinary approaches in the fields of math-
ematics, computer science, technology, psychology, art, linguistics, etc.
When we carefully observe the fantastic world of digital games as one of
the highest software abstractions or entities, it is natural that the question
of managing and controlling this incredibly complex digital environ-
ment must come in order. Interestingly, even though they are incredibly
complex, digital games bear probably the least risk to human life and
wellbeing in real-world application of all IT industry fields, if you exclude
the possibility of one developing digital game addiction, of course.
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The importance and potential of digital games industry
have been recognised for the last half century, as the IT
gradually entered everyday human lives and gaming became
primary leisure human activity today.

Digital games are important application of artificial
intelligence today, and presents an excellent platform
for implementing adaptive intelligent agents. As a base,
machine learning can naturally make digital games
more interesting and reduce the production cost.

The rest of the paper is organized as follows. The
Section 2 focuses on the typical applications of artificial
intelligence in digital games. Subsequentially, the novel
algorithmic approaches that are used in contemporary
digital gameplay design are described in brief following
the application of artificial intelligence in procedural
content creation and player modelling. Section 3 gives
concluding remarks on the topic.

2. THE APPLICATION OF ARTIFICIAL
INTELLIGENCE IN DIGITAL GAMES

The historical development of digital games greatly
correlates with the development of artificial intelli-
gence and neural networks. For a long time, artificial
intelligence managed gameplay agents combined with
learning components was the primary approach in this
symbiosis [1]. Early research mainly focused on more
traditional game concepts with simple rules but great
complexity in solving, such as Chess (e.g., IBM Deep
Blue [2]). During the late 20th century (e.g., 80’s),
another alternate use of artificial intelligence emerged
- procedural content creation. One of the first famous
examples of successful implementation in the field of
home PC gaming market was the Elite, a space simu-
lation game that used artificial intelligence for creating
vast simulated universes with their unique star systems
and planets without the need for manual static design
which greatly reduced the memory requirements [3].
This was extremely important at the time when home
computers were scarce and very limited in processing
power, memory and storage space. Even though com-
puters are nowadays digital data powerhouses, previ-
ous application modality is still being used extensively.
Existing procedural content generation methods, such
as search-based, solver-based, rule-based and grammar-
based methods have been applied to various content
types such as levels, maps, character models, and tex-
tures [4]. For the last two decades, artificial intelligence
started being used in analysing gameplay characteristics
and modelling player profiles.
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As the global gaming market exploded thanks to the
internet (among other factors) it became very important
for game designers to appeal very diverse audience, in
age, interests, culture, language, financial background,
digital literacy, religion, etc. Nowadays, practically
every successful commercial game continuously col-
lects gameplay data and analyses it with the support of
artificial intelligence agents [5][6], and even consumer
electronics manufacturers started providing artificial
intelligence-based metrics to (semi) professional play-
ers, e.g., HP OMEN Command Center (Fig. 1).

Coaching

League of Legends

Figure 1 — Al coach in HP OMEN Command Center
2.1. KEY GAMEPLAY Al ALGORITHMS

When we talk about modern digital games, finite
state machines, behavior trees, and utility-based artifi-
cial intelligence are authorship methods that tradition-
ally dominated the control of non-player characters
(NPCs) [7]. Finite state machine (FSM) and the hierar-
chical finite state machine (HFSM) variant were mostly
used in NPC control and decision-making processes a
decade ago.

Contrary to supervised learning where agent is pro-
vided with the action as a response to various states (e.g.,
human labelled data was provided for the algorithm to
learn patterns), Reinforcement Learning agent interacts
with the environment and usually learns to perform
through rewards. Maybe the biggest challenge in suc-
cessful applying reinforcement learning is balancing
short- and long-run high rewards, i.e., exploit vs
explore [8]. Still, random trial and error is a key com-
ponent and the method by which agent must begin lean-
ing to receive a reward. Unlike other machine learning
techniques, reinforcement learning is not limited to
(human) labelled data. Still, it should be noted that the
examples of successful implementation of reinforcement
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learning in commercial games are extremely scarce (e.g.,
Black & White) as It demands extensive data manipulation
and customization.

By combining reinforcement learning and deep
neural networks researchers created algorithm that
can learn directly from sensory streams — Deep Rein-
forcement Learning [9]. Images, videos and sounds
can all present a valid high-dimensional input that the
algorithm can use without pre-processing. Deep rein-
forcement learning algorithm is often used in modern
games (e.g., StarCraft, MOBA, Dota2, Minecraft) [10].
Even though the algorithm is one of the most prom-
ising, some challenges for its wider implementation in
digital games such as balancing between exploration
and exploitation, low sample efficiency, problems with
generalization, multi-agent learning, etc., still need to
be addressed.

Deep Learning is a broad term but when we talk
about digital games the idea is to progressively learn
high-level features through layers of nonlinear processing.
Efficient fast GPUs and affordable video memory ena-
bled DL methods to surpass image and speech recog-
nition applications towards even more complex cases,
such as automatically learning player models that are
used for fast artificial playtesting of new levels during
game development [11] (Fig. 2). Recent advances in
deep learning have been additionally accelerated be-
cause of the increased interest by a variety of different
companies such as Facebook, Google/Alphabet, Micro-
soft and Amazon, which heavily invest in its develop-
ment [12].

Human View Al View

Figure 2 - OpenAl Five playing Dota2

Contrary to the traditional alpha/beta game devel-
opment sequence, Monte Carlo Tree Search algorithm
uses controlled explore & exploit of previously obtained
knowledge and often fully randomized playouts.
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This algorithm can be applied to large trees but can-
not guarantee optimal solution. Win/Loose informa-
tion is propagated up to the tree root and every node
holds an estimate of the win ratio so the search can be
directed. One of the most successful implementations
of the Monte Carlo Tree Search algorithm is control-
ling opponent human-like behaviour in fighting games
[13][14][15].

When traditional methods of optimization stalls or
cannot be applied because of the lack of numeric objec-
tive values Evolutionary Algorithms comes to light. The
idea is to do parallel search by concurrently improving
means of populations of various candidate solutions.
This flexibility enabled evolutionary algorithm often
outperforming deep learning machines playing digital
games. As it currently stands, evolutionary algorithm
will be in the focus of great number of researches for its
further application in digital game design and production
in near future.

2.2. PROCEDURAL CONTENT CREATION

Using artificial intelligence in digital game procedural
content creation increases its replayability by offering
players new experience every time they play.

For example, Civilization series (Fig. 3), World of
Warcraft: Shadowlands, Microsoft Flight Simulator,
Minecraft, etc., all use procedural content generation
methods as part of their core gameplay engine which
enable player exploring practically unlimited varieties
of digital gameplay environments and the creation of
extremely large game worlds even on devices with rela-
tively modest memory capacity, such as low-spec com-
puters and smartphones.

Figure 3 - Civilization VI uses procedural content
creation method for world map customization
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One interesting and very applicable filed of using
procedural content creation approach is in training deep
reinforcement learning artificial intelligence agents. As
a matter a fact, using deep reinforcement learning in
playing digital games has one crucial flaw - if the en-
vironment that agent trained on is not exactly the same
as in the actual game - the method overfits. By using
procedural content creation in their training, agent per-
formance became significantly more general [16].

2.3. GAME ANALYTICS AND PLAYER MODELLING

Game analytics is currently the main use case of ar-
tificial intelligence in digital games industry. In addition
to previously mentioned learning to play and content
creation, game analytics is crucial in collecting data
about the player while in the game and then ad hoc up-
dating the game so for instance the difficulty level could
be automatically adjusted accordingly or user interface
could be streamlined [17].

Another important application of artificial intel-
ligence in adaptive gameplay paradigm is player mod-
elling. Modelling can be executed via supervised (e.g.,
training a neural network on recorded human game-
play) or unsupervised learning. The combination of
procedural content creation and player modelling allows
the algorithms to automatically generate unique content
in accordance to player desired experience [18]. This ap-
proach is called Experience-Driven Procedural Content
Generation.

A decade ago, focus of many researchers was the hu-
man-like behaviour of NPCs, and with the new interest
in human-AI collaboration it is likely that it will be in
the spotlight again.

Debugging and playtesting during game design and
production is another field of artificial intelligence ap-
plication that shown some encouraging results. Balanc-
ing game mechanics is crucial to the gameplay quality
and the success of game in general, and is still under-
researched area that may be exploited.

3. CONCLUSION

As digital game development companies and
studios are more and more collaborating with academic
research institutions, latest innovations in artificial
intelligence will surely find their commercial applica-
tion quickly. Procedural content creation and deep
reinforcement learning are already a part of some of the
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biggest gaming franchises, so their further development
and implementation is secured. Near future will probably
bring into play a combination of some machine learning
techniques and procedural content creation [19], such
as Generative and Adversarial Networks. This will enable
players further personalisation of their game avatars in
a level so far unprecedented and realistic.

Future applications of artificial intelligence in digital
games will probably lead to better collaboration between
various agents, better automated playtesting and natu-
ral language processing to the extent that at some point
there will be free-form direct communication between
players and NPCs.

In conclusion, the desire to apply more artificial
intelligence algorithms to complex digital games is clear,
but the real-life implementation has many obstacles.
Starting with having very little control over the deep
learning methods actual performance to hardware limi-
tations when experimenting with parallel computation.
It is obvious that only a limited portion of academic
research in the field of artificial intelligence is actually
applicable when we observe digital game industry.
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AUTOMATED COMPLIANCE SYSTEM FOR SERVICE
ORGANIZATIONS

Meiran Ga|i81*’ élet(;alft. d applicati b i i ingly important comp t

. v oud-based applications are becoming an increasingly important componen
Tomislav U.nkasewcz, for many enterprises. For customers' data to remain confidential and secure,
Zoran Banjacz, service organizations must adhere to security and privacy best practices,
Milan Milosavljevic':2 applicable laws, and regulations. There has been some effort to develop uniform
standards for cloud security, but most service organizations need to apply with
a combination of security and privacy regulations and standards. For early-stage
technology companies, this mission can be even more challenging since they are

'Singidunum University, oriented towards product development and have limited resources to invest in
Belgrade, Serbia the compliance of security, availability, confidentiality, integrity, and privacy.

. These risks have led to uncertainty among Software-as-a-Service ('Saa$S' cus-
#Vlatacom Institute, tomers about what measures they should require from their IT vendors and
Belgrade, Serbia whether those measures will be in line with their policies and commitments

to their customers. The rapidly evolving cloud utilization of corporations
migrated to the cloud, or new technology companies (start-ups) has led to a
security audit examination report. The report developed from the account-
ing audit, based on global accounting audit methodology and the COSO
framework examined by technology auditors.

This paper integrated a study case of a Service Organization's security audit
in the field of financial payment.

An automated compliance system has been proposed that could assist both
Service Organizations and Service Auditors to ease the audit process and
make it more efficient and effective, compromise lack of expertise, save
employees' time, decrease human errors, and eliminate non-compliance issues
by automation, integrations, machine learning, and pre-designed workflows.

Keywords:
Cloud computing, information security, IT audit, compliance, ISMS.

INTRODUCTION

1.1. CLOUD STRUCTURE AND SERVICES THAT CLOUD PROVIDES
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Meiran Galis Cloud computing is an application-based software infrastructure that

stores, process and manage data on a remote server (data centre), which
e-mail: can be accessed through the Internet to the backend by the Cloud Provider
meiran.galis@gmail.com or the application by the end-user client that uses the results.
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Cloud providers offer a broad set of global cloud-based
products, including computing power, databases, storage,
networking, analytics, management tools, and more.

In a cloud computing architecture, objects are organ-
ized into the components and subcomponents that form
cloud computing. These include a client-side platform, a
server-side platform, a cloud-based delivery mechanism,
and a network.

Consequently, the cloud computing architecture
consists of these components.

1.2. SERVICES THAT THE SERVICE ORGANIZATIONS
OFFERS TO END-USERS

The software-as-a-service model allows applications
to be delivered via the Internet. The software can be ac-
cessed via the Internet instead of being installed and
maintained, freeing organizations from complex soft-
ware and hardware management. Almost every industry
can benefit from SaaS implementation. Service Organi-
zations provide a variety of services, including:

o Managed Security: Security Information and
Event Management (SIEM), anti-malware, net-
work configuration scanning, source code vul-
nerability analysis, Identity, access management,
and incident management.

o Organizational Systems: recruitment human
resource management, change management
system, vendor risk management, customer rela-
tionship management, and sales analysis.

 Financial services: transaction processing, pay-
ment processing, purchasing, peer lending, pay-
roll management, financial compliance, VAT
reclaim, Tax refund, and Insurance on-demand.

o Healthcare: remote diagnosis, medical surgery vid-
eo analysis, visual aid, blood diagnostics, and more.

1.3. DEFINED SECURITY REQUIREMENTS

Management remains responsible for risk arising
from Service Organizations to regulators, boards of di-
rectors, shareholders, and customers. A service organi-
zation's internal environment is controlled by its man-
agement, responsible for setting the controls.

For assessment, prioritization, administration, and
mitigation of the risks associated with service organiza-
tion systems and processes, enterprises request informa-
tion periodically on the design, operation, and effective-
ness of controls across the platform.
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To strengthen their risk assessment procedure, com-
panies may request Service Organization to comply with
specific standards based on their geographic location,
industry, technology, and internal policy.

For example, while European enterprises request
compliance with ISO/IEC 27001 framework, United
States enterprises request compliance with the AICPA
SOC 2 framework. Therefore, the security requirements
are subjected to the framework the company has been
asked to comply with by their customers.

1.4. DEFINED SYSTEM MODEL CLOUD PROVIDER -
END-USER

Companies of all sizes, types, geographies and indus-
tries use cloud services for various use cases, including
customer-centric web applications, disaster recovery,
backups, virtual desktops, software development, test-
ing, and big data analytics. Service locations, data cent-
ers, or hardware platforms and the operating systems
on which applications do not matter much to end-users.

The main advantages of cloud computing are (1)
agility, (2) resilience, (3) reliability, and (4) fault toler-
ance. There are three methods of cloud computing [1]:

1. Infrastructure as a Service (IaaS) - virtual hard-

ware resources which provide access to comput-
ers (physically or virtual machines), network
capabilities, and storage space. This is managed
by the Cloud Provider, including secure design,
physical access, surveillance and detection, moni-
toring and logging, infrastructure maintenance,
device management, business continuity, and
disaster recovery;

2. Platform as a Service (PaaS) - Procurement of IT
resources, software maintenance, capacity plan-
ning, OS patch management. It allows Service
Organization not to have to manage basic infra-
structure and focus on application management.
They provide customers with services built on
their infrastructure;

3. Software as a Service (SaaS) — A complete cloud-
based product or platform maintained, managed,
and operated by a Service Organization, also
called 'end-user application.' It allows the end-
user (customer) to focus on its core services and
outsource supportive or internal I'T applications.

Compliance and security are the joint responsibility
of the Cloud Provider and the Service Organization. The
Cloud Provider manages the elements and addresses
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them from the Physical Security of the objects (i.e., data
center) to the host operating system and virtualization
layer in which the service operates. The nature of the
shared responsibility also gives Service Organizations
increased control and flexibility over their assets. This
division of duties can be considered the security of the
cloud (Cloud Provider) instead of the security in the
cloud (Service Organization).

2. SECURITY OF THE MODEL

The risks and threats for the global IT enterprise
environment are dynamically and constantly evolving,
as threat actors discover new vulnerabilities and advanced
methods of exploiting them. There is no need to set up
a large office, expensive equipment, and qualified staft.
All required is a computer, Internet connection, and
time devoted to learning cyber hacking techniques.
The threat actor can act from any country globally and
can compromise any enterprise in any country. State-
sponsored actors are highly knowledgeable, have ac-
cess to sophisticated resources, and are heavily funded.
Other threat actors are activist groups that generally do
not want to steal money or trade secrets but want to
expose the observed "wrongdoings” of large enterprises
or promote their reputation. The internal threat actor
is another threat that needs to be considered; these are
disloyal, frustrated, or negligent employees that can use
their access privileges and position for fraud, scams, or
stealing of confidential information. As risk is defined
as a vulnerability meeting threat [2], enterprises should
identify risks and reduce them to an acceptable level.

Service Organizations have to deal with these threats
by defining the organization and regulations they need
to comply with, performing baseline assessments based
on a chosen security framework, identifying gaps,
assigning organizational responsibilities and timelines
to monitor and remediate internal control, and lever-
aging external audits incorporate change management
triggers.

2.1. INFORMATION SECURITY STRATEGY

Information security strategy requires a top-down
approach, management commitment, and a direct link
to the business goals [3]. For protection to be adequate,
it must deal with complete administrative, operational,
and technical controls related to people, procedures,
technology, and data. To ensure proper governance, a
set of organizational standards should be developed to
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provide accepted defined limits for the minimum-secu-
rity baseline required for different aspects.

Strategy implementation must be implemented
through an Information Security program that includes
approved policies and standards by stakeholders. In
short, the information protection program must consist
of elements such as:

o Assignment of roles and responsibilities;
o Periodic risk assessments and impact analysis;

o Information assets must be identified and classi-
fied; controls must be appropriate, efficient, and
adequate;

o Integrate security into all processes in the organi-
zation;

o Monitor security elements;

o Access management methods that ensure proper
authentication of identities and access permis-
sions for information users;

+ Meaningful metrics;

« Instructions on information security obligations
for all employees, including management and
board members;

o Training for the functioning of security process-
es, as needed;

o Develop and test business continuity plans for
outages or disasters.

The basic information security program will utilize a
combination of technological, procedural, and admin-
istrative controls (e.g., Physical Security, Environmen-
tal Security) to protect information assets, background
checks, onboarding / oftboarding employee, identity
access management, IDS / IPS, firewall, cryptography,
anti-virus, penetration test, vulnerability scan) as well
as automated and manual controls. In addition, these
controls should specify a reduction of potential conse-
quences to an acceptable level set and approved by sen-
ior management that addresses both vulnerabilities and
threats.

2.2. MUTUAL RESPONSIBILITY

Traditionally, enterprises were responsible for all
aspectsofsecurity,includingapplications, physicalservers,
user controls, and physical perimeter security. The
Cloud Service Provider (CSP) offers relief to Service
Organizations by taking on a portion of many opera-
tional duties, including security. The shared responsi-
bility model [4] clearly defines ownership of protection
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between the Cloud Provider and Service Organization;
each retains complete ownership over assets, processes,
and functions. Service Organizations can secure their
environments more easily by collaborating with a CSP
and sharing security responsibilities. The responsibility
for cloud security, data protection, and privacy lies with
both customers and cloud service providers.

Responsibility Preol::i-ses Saa$ Paa$ TaaS
Data Governance C C C C
Endpoint Protection C C C C

T A
Mamgemen c ¢ o
Identity Infrastructure C C Csp C C
Application C csp C C
Network Control C CSP C C
OS Security C CSP CSp C
Host C CSP CSP CSP
Network C CSP CSP CSP
Data Centre C CSp CSPp CSp

Table 1 - Mapping responsibility for data security
requirements to cloud service models

C= Client; CSP = Cloud Service Provider

2.3. SECURITY STANDARDS

Defines requirements for the formulation, imple-
mentation, management, and improvement of the in-
formation security management system (ISMS) [5]. The
objective of a standard is to assist companies in Securing
their information resources and keeping risk low. En-
terprises that meet the requirements of a standard may
decide to be certified by a certification body (depend-
ing on the standard and industry) upon completing an
audit performed by a certified auditor of an approved
certification body.

There are dozens of comprehensive security stand-
ards available, and enterprises choose those that work
for their business needs based on customers' requests,
laws, and regulations, creating a competitive edge or the
strategic security decision of the management. A few
well-known security standards are the following:

o ISO/IEC 27001 - an international standard that
deals with the management of information secu-
rity management systems. A joint effort by ISO
and IEC was responsible for the publication of
the standard [6];
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o NIST - The National Institute of Standards and
Technology [7] in the USA formed several frame-
works, including SP 800-53 and the Cybersecu-
rity framework. Despite being a federal law, it
is also widely applied in state and local govern-
ments and private organizations. Federal and
state government agencies must follow it. Many
private organizations, too, use NIST SP 800-53 as
their security controls framework.

o Cloud Security Alliance (CSA)- The CSA [8] is
a global organization working to identify and
improve cloud security standards. Through its
educational programs, research, events, and
products, the CSA leverage the subject matter
expertise of industry professionals, associations,
governments, companies, and individual mem-
bers to deliver cloud security-specific informa-
tion. A cloud control framework was developed
by the CSA, known as the Cloud Controls Matrix.

o SOC 2 Type II - Formed by the American Insti-
tute for Certified Public Accountants (AICPA)
and utilizing the COSO framework [9], a Service
Organization Control (SOC) 2 is an internal con-
trol examination of the outsourcing of services
performed by an organization. SOC 2 provides
valuable information that can be used to assess
the risks associated with outsourced services.
This audit function inspects the system regarding
security, availability, confidentiality, processing
integrity, and privacy.

3. IMPLEMENTATION

The SOC 2 Type II examination is used to assess the
effectiveness of controls in a service organization. The
controls are designed and mapped based on the AICPA
COSO framework by the Service Organization. The
Trust Service Principles (TSP) is divided into five prin-
ciples: Security, availability, confidentiality, processing
integrity, and privacy. When assessing the design and
operational effectiveness by at least one of the principals,
the TSP Service Organization may be used.

An organization's internal control system may be at
risk for failure because of the following factors:

1. Identify the nature of the enterprise's activities;

2. A company's operating environment;

3. Information that the enterprise generates uses,
and stores;
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4. Contracts signed between an organization and its
customers and third parties;

5. Responsibilities related to the management and
maintenance of enterprise systems and processes;

6. Technology, connection methods, and delivery
channels used to serve customers;

7. Service Organizations can utilize third-party re-
sources that have access to the Service Network
and data to provide elements to the Service Net-
work;

8. Changes from the following: system operations,
data processing, management governance, sup-
ported by the functions, regulatory and legal
requirements that Service Organizations should
adhere to;

9. Introduction of new services, products, or tech-
nologies.

Service Organizations address these risks by imple-
menting control mechanisms that, if effective, give rea-
sonable assurance of the attainment of the objectives.
For each TSC, the framework also presents areas of fo-
cus based on experience and judgment to be utilized in
real-world situations.

A key component of COSO's Internal Control-Inte-
grated Framework is the emphasis placed on the points
of focus that are intended to represent important aspects
of the criteria.

A Service Organization's management can use these
focus areas to design, implement, and operate controls
for security, availability, confidentiality, processing in-
tegrity, and privacy.

Additionally, management and auditors can use the
focus points to determine whether the controls are ad-
equate in design and operation to achieve the Service
Organization's control objectives.

3.1. DESCRIPTION

The Case study focuses on SOC 2 Type II examina-
tions. A Service Organization's effectiveness of the de-
sign and operating of controls contained in its manage-
ment's system description document relative to security,
availability, and confidentiality during a given period for
achieving its goals based on the criteria in a SOC 2 Type
II. A SOC 2 Type II engagement includes an auditor's
opinion about the design and operating effectiveness of
controls implemented in Service Organizations. These
documents also provide detailed information on the
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audited systems and controls and the results of those
tests. An organization's software, procedures, and data
are created, implemented, and managed by employees
to achieve company goals and meeting management's
specific needs.

System segments can be classified into five categories:

1. Infrastructure - IT environment that consists of
physical and virtual resources managed by Ser-
vice Organization to provide services. The physical
environment, related structures, information
technology, and hardware are all considered.

2. Software - Applications supporting the operating
systems, middleware, and utilities of the infra-
structure; Databases used, external-facing web-
based applications, and proprietary applications;

3. People - Personnel who organize, provide guid-
ance, develop, operate, secure, and use a system;

4. Data - The data types used by the system, includ-
ing transaction streams, files, databases, tables, and
anything else the system produced or processed;

5. Procedures - Procedures for providing services,
including appropriate procedures for initiating,
authorizing, performing, delivering, and preparing
reports and other information.

3.2. CASE STUDY

The case study is based on an insurance platform
that provides rating, quoting, binding, policy issuance,
premium billing, and reporting. Since the industry in
which the company operates is heavily regulated. Since
the company offers insurance and fixed insurance plat-
forms for insurance agencies in the US, some customers
require them to show substantial compliance with global
security standards.

Companies are required to comply with different
regulations, laws, and standards. This requirement is
based on several factors, including geographical loca-
tion, industry-oriented standard (i.e., healthcare, pay-
ments, Etc.), data stored & processed, service commit-
ments to customers, and management decisions. First,
a company will need to identify with which regulations
and laws it needs to comply. For example, if a company
controls or processes the personally identifiable infor-
mation ('PII') of EU citizens, the company needs to com-
ply with the GDPR. On another example, if a company
wishes to have business activities in the United States,
there is a high probability that its prospective customer
will condition their contract according to the SOC2
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Type II examination. Some countries' regulations refer
to security goals, while others specify detailed imple-
mentations in their regulations. Some nations simply
establish security goals, while others require risk man-
agement [10]—the combination of all the above sup-
porting the decisions with the compliance strategy.

Therefore, compliance with the regulatory frame-
work is based on the sole judge on the board of direc-
tors and based on local and international regulations,
global standards requested from customers, including
industry-oriented certifications/audits and contractual
commitments.

The selected Service Auditor was EY, who examined
the accompanying description of the assurance Service
Organization's platform according to the COSO criteria
for describing the service organization system for Se-
curity, Availability, and Confidentiality and by the EY
Audit methodology [11].

Under this requirement, the Auditor's plan and audit
must achieve reasonable assurance about whether (1)
the description was presented according to the criteria
to describe the official organization, and (2) the controls
described effectively met the applicable TSCs during the
audit period. This technical judgment is based upon sev-
eral factors, such as the likelihood of material misstate-
ments or fraud and the quality, timing, and extent of the
methods selected. The Auditor believed the evidence he
collected was sufficient and appropriate to make a posi-
tive conclusion on the attestation.

In the Readiness Assessment process, system com-
ponents were categorized into five categories: Hardware,
Software, People, Procedure, and Data.

In the audit attestation process, the entity provided
information to determine whether its controls were ad-
equate. Auditors developed controls testing plans, tim-
ing, and scope based on the characteristics of control
environments and sufficient tests.

4. CONCLUSION

The thesis suggests a novel approach that supports
the development of automated, utilizing artificial intel-
ligence, robotic process automation, and integrations.

A holistic methodology will oversee a range of
administrative, procedural, and technical controls and
provide continuous monitoring of the effectiveness of
the controls.
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Further developments in the context of information
security and compliance audits will be seen soon. The
current state of information security audits is managed
periodically and population-based on samples, while it
will transform for extensive data analysis of all tested
cases.

The automated compliance solution will generate
policies and procedures based on several gap analysis
questionnaires assign to the relevant business unit own-
er to build a customized control list based on the COSO
framework used by the AICPA. Integrations with suit-
able organizational systems will scan the environment
to validate if gaps were remediated.

Once the controls were designed and implemented
in the organization, the automated compliance system
will continuously monitor those controls and trigger
alerts, tasks, and user reports on issues that arise in
non-compliance. These issues will be seen and addressed
promptly, supporting governance information security
management, laws and regulations, and audit programs
of the organization.

The system will automatically aggregate the appro-
priate evidence to a dedicated dashboard mapped to the
relevant control objectives, test procedure, and frame-
work. Alerts will be sent directly to the organization's
alerting tool upon system identification. This function-
ality will reduce the time spent gathering evidence for
external audits and is used as a communication tool for
cooperation between the Service Organization's internal
stakeholders and the Service Organization and external
Service Auditor.
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Abstract:

Software development is considered to be a fast growing industry that drives
numerous modern world domains forward. At the same time, software testing
and quality assurance, that is equally important branch of software industry,
resides in the shadows, far away from the spotlights. The goal of the software
testing is to detect defects in the software and ensure that it has sufficient
quality prior to the release.

The main objective of the software testing can be defined as finding the minimal
test suite that is still efficient enough to maintain the certain software quality.
Since the process of test cases generation performs a search for an optimal
test suite in a huge search space, and keeping in mind that the swarm intel-
ligence metaheuristics have already proven to be efficient optimizers in
other domains, it makes sense to apply swarm intelligence algorithms to the
process of test cases generation as well. By utilizing this approach, it could
be also possible to reduce the cost required for testing. This paper provides a
survey of recent applications of swarm intelligence algorithms in the domain
of software testing.

Keywords:
Cloud computing, information security, IT audit, compliance, ISMS.

INTRODUCTION

Software testing is a crucial activity that is often the decisive factor
that determines if a software project will succeed or fail. The defects can
be very expensive, especially if they were found late in the software devel-
opment process. In this case, the process of debugging and fixing is costly,
as the defect have probably propagated through multiple phases of the
development, and affected other parts of software, documentation etc.
Even worse, if defects haven’t been found during testing process, they will
typically be found by end-users in production, which will lead to finan-
cial loss, low customer satisfaction, poor reputation etc. Not to mention
possible human casualties (medical applications or autonomous car soft-
ware), substantial loss of client’s data and money (banking applications)
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or leakage of client’s private data such as documents, con-
tacts, photos, call list and location (mobile applications).

Additionally, modern applications are complex, and
the task to perform appropriate testing implies knowl-
edge and mastery of different testing approaches. Most
of the traditional testing techniques were introduced for
simple procedural programs. However, the tester must
apply different approaches to test object oriented soft-
ware [1] or web applications [2].

Web applications are challenge on their own, as they
are typically built in several different programming lan-
guages. Frontend is typically built with HTML, CSS
and JavaScript, and it communicates with the backend
through AJAX. Backend, on the other hand, can be built
with either PHP, Node.JS, ASP .NET C#, or Java (JSP
or Spring, for example). Finally, there is also the data
persistence level, built with MySQL, Oracle, MongoDB
or MSSQL. The options are numerous, and all parts are
required to be tested thoroughly.

Besides the goals to find bugs in the software and en-
suring that the software behaviour is correct according
to the specification, software testing can be performed
with a goal to build confidence in the application as
well. The absence of critical defects will generally speak-
ing increase the confidence in the software. However,
one must be cautious as the actual absence of defects
doesn’t necessarily mean that the software is bug-free.
One of the core principles of testing is that exhaustive
testing is not possible for any non-trivial application, as
the number of all possible combinations of input val-
ues is too large to be tested in a reasonable amount of
time. In other words, the absence of defects just shows
that the utilized test suite was not able to detect any bug.
Therefore, the most important thing in software testing
is to create a test suite that will cover all the function-
alities of the application, with a special attention to the
functionalities that are the most visible to the end-users
(the functionalities that the users of the system will fre-
quently use) and the use case scenarios (how the users
will use the system).

According to the most estimations, software testing
takes more than 50% of both the time and the cost of the
software development process. This means that the test
cases generation process is crucial, and if done properly,
it can save the time and the cost of the entire project.
Nature-inspired metaheuristics are proven to be ex-
ceptional optimizers in variety of other application do-
mains, and it makes sense to assume that they can be ap-
plied in software testing as well, with a goal to optimize
the test cases generation, and consequently to reduce
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the overall time and the cost of the complete project.
This paper presents a survey of recent applications of the
swarm intelligence and evolutionary algorithms in the
software testing process optimization. The remainder of
this paper is structured in the following way. Section 2
introduces the nature-inspired algorithms and gives the
survey of the most important methods and their appli-
cations in various practical domains. Section 3 gives an
overview of the practical implementations of the nature-
inspired algorithms in the software testing domain. Fi-
nally, section 4 suggest the possible future work in this
domain and concludes the paper.

2. SURVEY OF NATURE-INSPIRED
APPROACHES

NP-hard challenges play a vital role in the modern
computer science and have a significant practical impor-
tance in a large number of application domains, such as
machine learning, wireless sensor networks and cloud
systems. The common basis for all NP-hard problems
is that it is not possible to solve them by applying the
traditional deterministic approaches in an acceptable
time-frame. They require another, stochastic approach,
if the problem is to be solved in a reasonable time.

Metaheuristics methods belong to the group of sto-
chastic algorithms. Their main purpose is to obtain the
satisfactory solution to the problem (solution that is suf-
ficiently good, but not imperatively the best one) in a
predictable and reasonable time-frame [3]. The survey of
the recently published works indicate that metaheuris-
tics approaches have been used to solve a wide variety
of different practical NP-hard challenges. One famous
and important family of metaheuristics approaches are
the nature-inspired algorithms. Nature-inspired me-
taheuristics can be roughly separated into two distinct
sub-families: evolutionary algorithms (EA) and the
swarm intelligence (SI) metaheuristics, respectively.

The EA methods are inspired by the natural selec-
tion and the premise that only the fittest individuals in
a given population will survive. The fittest units are then
chosen for breeding, and generating the offspring for
the following generation that will inherit the favour-
able characteristics from the predecessors. After cer-
tain amount of iterations, the algorithm will produce
the generation of the fittest units (solutions). The most
famous representative of this group of algorithms is the
genetic algorithm (GA) [4]. It was successfully applied
in wide range of the practical NP-hard challenges, such
as the load-balancing problem in the cloud-based
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systems [5], machine learning based Covid-19 predic-
tion [6], design of the convolutional neural networks [7]
and many others.

The latter family of the nature-inspired approaches,
SI metaheuristics, was motivated by the behavior dem-
onstrated by the groups of relatively simple animals,
such as fireflies, bats, ants, moths, etc. Those simple
animals can self-organize, show high level of coordina-
tion and perform complex actions when they form large
groups (swarms). This particular feature of the swarms
was the main source of inspiration for all ST algorithms
[8]. Particle swarm optimization (PSO) was one of the
earliest SI algorithms, and was proposed by Kennedy
and Eberhart in 1995 [9]. It was inspired by the behavior
demonstrated by the flocks of birds. Since its introduc-
tion, it was used to solve a variety of real-life problems,
like cloud task scheduling [10]. Besides PSO, one more
famous representative of the SI metaheuristics is the
artificial bee colony (ABC) algorithm, inspired by the
behavior of the honey bees in a hive, and introduced
by Karaboga in 2007 [11]. ABC has also been used to
solve a large number of different problems in various
domains, for instance the portfolio problem as stated in
[12]. Other famous SI approaches include the bat algo-
rithm (BA) [13], firefly algorithm (FA) [14], and mon-
arch butterfly optimization (MBO) [15] to name the few.
Besides the mentioned metaheuristics approaches, there
are dozens of other algorithms belonging to the SI fam-
ily, with new approaches emerging every day.

Nature inspired approaches have recently been in-
tensively used to address a wide spectrum of different
NP-hard problems from a large number of application
domains. SI metaheuristics were applied in the domain
of the wireless sensor networks to solve the sensor node
localization problem [16], prolonging the network life-
time [17], [18] and maximizing the network energy ef-
ficiency [19]. Another field where the SI metaheuristics
have obtained respectable results is the cloud comput-
ing. ST was used to optimize the task scheduling by mini-
mizing the overall time required to execute all tasks and
the overall cost [20] [21] [22]. In the domain of machine
learning, SI was utilized to design the convolutional
neural networks [23], feed-forward neural network
training [24] etc. Nature inspired metaheuristics also
show very promising results in time-series prediction,
the feature that was used to predict the Covid-19 cases
[6] [25]. Finally, the SI approach was used to design a
convolutional neural network that performs the classifi-
cation task of the MRI images of the glioma tumor [26].
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3. NATURE-INSPIRED APPROACH IN
SOFTWARE TESTING

As discussed in the introduction, generating test cas-
es and creating the appropriate test suite is crucial for
the success of the project. The deficiencies in the testing
process can be very costly and they will inevitably lead
to defects occurring in the production. There are two
contradictory requirements for a good test set. The first
requirement is that it must be detailed enough to test all
the important scenarios and paths through the program.
However, the second requirement demands that the cost
and time needed for testing are minimized as much as
possible. It is clear that if we try to add more tests to the
suite, we will increase the time and the cost of test execu-
tion. Vice versa, if we try to reduce the number of test
cases with a goal to save time and money, it could result
in the test suite which is not detailed enough and which
will miss some defects.

Scientists in the software testing domain around the
world have turned their attention to the artificial intel-
ligence and nature-inspired approaches with a goal to
address the test cases generation problem. As expected,
the most popular nature-inspired metaheuristics were
applied to this problem. The very first approach was to
use GA to generate unit test cases automatically with
a goal to obtain high code coverage. This approach is
known as evolutionary structural testing (EST), and it
was introduced all the way back in 1996 [27], and was
later refined in 2006 [28]. EST has established to be ef-
ficient and successful for various academic test object
instances, and also for some industrial projects. The
main principle of EST is as follows: it is impossible to
perform exhaustive testing, as the amount of time need-
ed to test all the possible combinations of input values
would be too long and impractical. Therefore, a subset
of input data that is relevant must be selected. The term
“relevant” here depends of the selected coverage crite-
ria. Coverage criteria for the white box approaches are
based on the control flow graph - CFG. For example,
if a generated test set executes all the statements in the
software component, it fulfills the statement coverage
criterion. However, most of the industrial software must
tulfill more strict criteria such as branch/decision cover-
age (all branches/decision outcomes in the CFG of the
software component being tested must be exercised) or
path coverage (all the independent paths through the
CFG must be covered), which affects what is considered
to be the “relevant” test set. The EST considers the test
cases generation as the optimization problem that needs
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to be solved by using the search method, for instance,
the GA. After selecting the test coverage criterion, the
code is divided in the individual test goals which will be
optimized separately. The fitness function is defined by
utilizing the two distance metric: approximation level
and branch distance, respectively. The former is related
to the CFG of the software component that is being test-
ed. More precisely, it correlates to the amount of criti-
cal branches, positioned between the problem and the
target nodes in the graph. Here, the target node is the
structure in the code that needs to be covered, while the
problem node is the code structure where the program
execution is diverging through a branch that will make
reaching the target not possible. The latter, branch dis-
tance metric, corresponds to the condition found in the
problem node. It serves to describe how close the condi-
tion has been evaluated to deliver the boolean result that
was required to reach the target.

The original EST approach with GA implementation
has been compared to the PSO implementation in [29].
The authors noted that since the PSO is easy to imple-
ment, efficient, and has the ability to converge fast to the
optimal parts of the search space, it could also enhance
the EST as well. They implemented both algorithms,
and selected the branch coverage as the code coverage
criterion. Furthermore, they considered each branch as
an individual testing goal that needs to be optimized.
They conducted the simulations over a total of 25 test
object instances with different levels of complexity that
have been created for the purpose of the experiment.
The obtained results have proven that the PSO - based
approach outperformed the GA in about 2/3 of the ob-
served test instances. The authors concluded that the GA
converges slightly faster if the functions are simple (in
terms of parameters passed by), while the PSO drasti-
cally outperformed the GA in case of complex functions
that have a large search space (mixed parameters, such
as boolean, integer and/or double that are passed by
when invoking the function). The final remarks of the
paper indicate that the PSO is competitive with GA, and in
cases of complex functions, it clearly outperforms the GA.

Paper [30] proposes the GA and PSO approach to
the process of the test cases generation, by identifying
the paths in software that are susceptible to defects. The
proposed approach was named HGPSTA (hybrid genet-
ic particle swarm technique algorithm), and it combines
the individual advantages of GA and PSO. The authors
have utilized the EST, that is used to generate the test
cases automatically. EST considers this task as an opti-
mization problem.
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The GA has been hybridized with PSO with a goal
to enhance the efficiency of the process. The GA utilizes
three operators, namely selection, crossover and muta-
tion. The GA hybridized with PSO uses enhancement
operator, that is utilized to improve the units in the
same generation. After calculation of the fitness value
of all solutions of the population, the best half of so-
lutions are noted. The algorithm then applies the PSO
directly to improve the individual solutions. Crossover
operator includes only the improved solutions, and the
authors applied the roulette wheel scheme for the select-
ing process.

The proposed HGPSTA method was applied to the
fitness function that utilizes the data flow testing cover-
age criteria, and tested on the seven classic programming
problems. The HGPSTA was compared to the basic GA
and basic PSO. Published results suggested that the HGP-
STA approach was able to achieve 100% data flow cover-
age in less rounds than the basic GA and PSO algorithms,
resulting in a smaller number of required test cases.

Another hybrid approach was proposed in [31],
where the authors hybridized the GA with ACO, and
named the approach hybrid ant colony genetic algo-
rithm (HACGA). Their approach was based on the fault
matrix, with 15 different defect and 15 test cases, with
the assumption that every test case exposes at least one
defect. The problem was further formulated as choosing
the subset of the matrix’s rows that covers each column
(containing defects) at least once. The collection of test
cases is chosen by the ACO search, and then refined by
the GA. The conducted experiments included compari-
son with plain ACO and GA approaches as well. The
proposed HACGA outperformed both GA and ACO in
this particular test setup.

ACO - based approach was utilized as well in [32]
with a goal to generate test data to cover the prime paths
in the software. Prime paths in this context are the basic
paths (no repetitions), and loops are tested just with 0
and 1 passes through the loop. Path coverage is consid-
ered to be the most strict criteria among white box tech-
niques, as the 100% path coverage implies 100% decision
coverage and 100% statement coverage as well. There-
fore, covering the paths can discover defects that other
techniques are not able to. The authors have tested their
approach on seven benchmark programs with known
bugs, and compared it to PSO and GA approaches. The
obtained results suggested that ACO method outper-
forms the GA both in terms of coverage and efficiency.
When compared to the PSO, authors noted that ACO
obtains better test coverage than PSO, however, it is less
efficient than PSO.
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4. CONCLUSION

In this paper, we have performed a survey of nature-
inspired metaheuristics that found their use in optimiza-
tion of the software testing process. The hardest task in
the software testing is the test cases generation process.
The success of a software development project largely
depends on it — if the test set is not adequate, it can lead
to the complete failure of the project after the deploy-
ment. On the other hand, having a test set that has a
large number of test cases is not efficient both in terms
of the time and the cost required for the testing.

Nature-inspired metaheuristics have proven to be
efficient optimizers. From the performed survey, it can
be noted that there were several attempts to optimize
the test generation by applying famous algorithms, in-
cluding GA, PSO and ACO. The common goal for all
mentioned approaches is that they try to generate test
set that will increase the code coverage according to the
selected criterion (statement, decision or path coverage),
while decreasing the amount of test cases. It can be seen
from the presented approaches that other researchers
mostly play safe, by choosing and applying the tradi-
tional, famous algorithms. This leaves a lot of open space
for applying modern, state-of-the-art metaheuristics (for
example BA, FA or MBO), either in original, or their
hybridized and/or improved versions to the same prob-
lem, with a reasonable chance to improve the test cases
generation process even further.

Future research will focus on implementing one of
the more recent metaheuristics to the software testing
problem, and validating it against the traditional
approaches such as GA and PSO executed on the same
problem instance.
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Abstract:

Computational methods are, among other things, widely used in operational
research. Operational research is a complex interdisciplinary field that deals with
the problems of decision-making in real conditions, considering all the factors
that affect the problem directly or indirectly, in order to find the best, i.e. optimal
solution. As there is a growing need for continuous process improvement, there is
a growing presence of operational research methods for various real-life problems.

The transportation problem is one of the segments of research within opera-
tional research. It aims to determine the optimal program of distribution of
a certain type of commodity from sources (points of origin) to destinations.
The sources are the places where the commodity leaves (the warehouse),
while the destinations are the ending points to which the commodity should
be transported (in our case - the store). As a criterion for optimizing the
transportation of goods, the request for minimizing the total transportation
costs is most often taken. In the case of transportation problem, the objective
function expresses the total transportation costs, while the limiting condi-
tions are determined by the supply of individual sources (warehouses), i.e.
the demand of individual destinations (stores).

This paper discusses the possibility of applying operational research meth-
ods in the service sector. The aim of the research part of the paper is to find
the optimal solution for real data of a given problem, simulating different
conditions and constraints. An experimental analysis was performed for the
problem of warehouse operations, and the goal was to minimize the costs of
transporting goods. Two different methods were applied in order to deter-
mine the optimal solution. Based on the obtained results and their analysis,
conclusions were made as to whether the problem was solved.

Keywords:
operational research, methods, optimal solution, service sector.

INTRODUCTION

Among the mathematical methods which optimize control process-
es, the most developed is the method of linear programming (LP). This
method determines the maximum / minimum of the linear objective
function, which depends on several variables, provided that these vari-
ables are non-negative and that they satisfy linear constraints in the form
of equations or inequalities [1].
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A special case of the general linear programming
task is the transportation problem. The formulation of
the transportation task is given as follows:

There are m warehouses that offer certain goods in
quantities a,, a,,...,a, and n stores that demand these
goods in quantities b, b,,...,b . The assumption is that
the sum of the warehouses’ offers is equal to the sum of
stores’ demand:

a1+a2+...+am:b1+bz+...+bn

The numbers ¢, are given, which indicate the prices
of transporting a unit of goods from the i-th warehouse
to the j-th store.

Such numbers are to be found x, 20 where x, indi-
cates the quantity of goods to be transported from the
i-th warehouse to the j-th store so that the total trans-
portation costs are minimal [2].

2. MATHEMATICAL DEFINITION OF THE
TRANSPORTATION PROBLEM

The optimal transportation plan means the plan of
transportation of goods from the warehouse to a cer-
tain store, which minimizes the total price of transpor-
tation. There are several phases in finding a solution to
this problem.

2.1. PROBLEM FORMULATION

The transportation problem has a very wide application.
The possibility of minimizing the total transportation
costs is what is most often sought when it comes to the
transportation problem. The starting point is the
assumption that the amount of resources to be trans-
ported is specified and homogeneous.

The transportation problem requires finding the
most rational way of supplying multiple destinations
(stores) from several sources (warehouses), while the
transportation costs should be minimal [3].

The transportation problem determines the optimal
plan for the transportation of one type of goods if the
following is known:

1. The number of warehouses (dispatch centres or
production centres), from which the transportation
of goods should be organized;

2. The number of stores (receiving stations or con-

sumer centres) to which the goods are to be de-
livered;
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3. The quantity of goods in warehouses;

4. The quantity of goods demanded by each store;
and

5. The price of transport per unit of goods from
each warehouse to each store.

Solving this problem can be divided into three phases:

1. Determining Initial Basic Feasible Solution
(IBFS);

2. Evaluating optimality of the obtained solution;
and

3. Change of plan.
2.2. MATHEMATICAL MODEL BUILDING

o Defining a mathematical programming task =
mathematical program (linear or nonlinear);

o Defining the objectivel function (objective func-
tion is the objective that is to be achieved by the
functioning of the system):

z= (XX 50X,

max/min

or this function may consist of multiple criterion
functions, the so-called multicriteria optimization;

o Constraint conditions = mathematical relations
between variables x, that depend on technological
requirements, available resources, workspace,
etc. [4].

2.3. DETERMINING THE SOLUTION TO THE PROBLEM

> Determining the optimal solution = determining
the values of the variables x,x,,...x that satisfy
the constraint conditions and for which the
objective function has a maximum or a mini-
mum (depending on what is required in the prob-
lem formulation). The optimal solution can be
reached analytically for simpler problems (ap-
plication of mathematical operations such as
algebra, differential and integral calculus) and
by numerical procedures, where iterative proce-
dures from the assumed initial solution lead to
the optimal solution;

»  Sensitivity Analysis Solution = the optimal solu-
tion for the selected parameter values is deter-
mined and then it is determined how it changes
with the changes of parameters [5].
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3. PROBLEM FORMULATION AND SOLVING

Among the tasks of linear programming, a special
place is occupied by the transportation problem, due to
the characteristic formulation of its mathematical mod-
el, which allows significant simplifications in the process
of finding the optimal solution [6].

Identification and correct definition of the problem
is the initial and relatively most complex phase in the
process of obtaining a solution. Unambiguous rules
and unique algorithms for problem formulation do
not always exist. This phase is characterized by the fact
that the experience and creation of the problem analyst
should be fully expressed.

When solving the transportation problem, the objec-
tive should be defined first, i.e. it should be determined
which problem the decision maker wants to solve by
using the solution of this problem. Formulation of ob-
jectives, which are solved by modeling, must be in ac-
cordance with the set time and financial constraints. The
objectives should neither be too specific in terms of their
context, because the justification of investing in the de-
velopment of the model can be questioned, nor should
they be too general, because solving all possible prob-
lems in the considered system by using a single model
is not fesible.

Bearing all this in mind, especially the problem
which is to be solved, the aim of this paper is to formu-
late a mathematical model of the transportation prob-
lem, where the function of the objective is to minimize
transportation costs, i.e. to first determine the initial
basic solution and then the optimal solution.

The formulation of a mathematical model implies
defining the objective function and constraints. The ob-
jective function is to determine the minimum transpor-
tation costs, and the constraints are defined by the quan-
tities in the warehouses and the needs of the stores [7].

When solving the problem, we will use several meth-
ods to determine the optimal solution, and thus deter-
mine which of the methods used provides the lowest
price of transporting goods, i.e. the method that pro-
vides the best optimal solution.

4. EXPERIMENTAL ANALYSIS

We will observe the problem on the model of four
warehouses marked with I f L, Lil, which have quan-

tities of a product of 26, 23, 29 and 12t respectively.
Transportation costs per unit are given in Table 1.
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I 5 12 1 4 13 36
I, 7 8 14 6 5 23
I, 15 4 2 7 9 29
I, 6 11 5 16 3 12

13 24 15 21 27 100

S

Table 1 - Transportation cost per unit

The transportation plan should be determined so
that the total cost of transporting 100t of product is
minimal.

The defined problem represents a special form of
transportation problem which is solved in two phases:

> The first phase - finding the initial basic solution;

> The second phase - finding the optimal solution.

Prior to finding the initial basic solution, it must
be determined whether the transportation problem is
"balanced” or "unbalanced". A balanced transportation
problem arises due to the ideal balance of supply and de-
mand, i.e. if the quantity of product offered (in our case,
the quantity in the warehouse) is equal to the quantity of
product demanded (quantity of goods in the store). An
unbalanced transportation problem is the disproportion
in supply and demand.

Determining the type of transportation problem
is done by comparing the sum of the total quantity of
goods in the warehouse and the sum of the total quan-
tity of goods demanded by the stores. In our case, it
was determined that this is a balanced transportation
problem, which is proven by:

Ya="3b=100 t

Upon determining the type of transportation problem,
we approach the solution thereof [8].

4.1. METHODS FOR DETERMINING THE INITIAL BASIC
SOLUTION

Several methods have been used to determine the
initial basic solution [9].

1. Upper Left Corner or North-West Corner
Method (Dantzig’s method).

In its calculation, this method does not consider

the value of ¢, L.e. unit price, so it is considered
the simplest but also the most inefficient method
for determining the initial allowable solution of
the problem.
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In this method, the calculation is started from
the North-West corner (top left corner) from
requirement b, in the table and it is compared
with the available quantities a,. There can be
three cases:

» If b<a, then b, value is assigned to x,, and pro-
ceeds to cell x,, i.e. proceeds horizontally.

» If b, =a, then b, value is assigned to x,, and pro-
ceeds to cell x,,, i.e. proceeds diagonally.

> Ifb, > a, then a, value is assigned to x,, and pro-
ceeds to cell x, , i.e. proceeds vertically.

By using this method, we find that the transpor-
tation costis T . = 870 monetary units.

2. Least Cost Method (least unit price method)

This method starts from the cost table and the cell
with the lowest cost coeflicient is sought; once
the cell is found, the largest possible quantity of
products allowed by the warehouse or the store
is distributed into that cell.

By using this method, we find that the transpor-
tation costis T . =429 monetary units.

3. The method of the largest difference of the smallest
coefficients (Vogel’s Approximation Method

-VAM)

In this method, we start from the unit costs table,
and then for each row and column of that table,
the difference between the two smallest elements
in the column or row is determined. These dif-
ferences are entered in an additional column or
row. The procedure for allocating costs is as fol-
lows: the largest difference between these mini-
mum elements is sought, and then the lowest cost
coeflicient is sought in that column or row, and
the maximum possible quantity of goods to be
transported is allocated there. The procedure is
repeated until the needs of warehouses and stores
are met. By using this method, we find that the
transportation costis T _ = 392 monetary units.

4.2. METHODS FOR FINDING OPTIMAL SOLUTION

The methods listed below were used for finding the

solution to our problem [10] [11].

1. STEPPING STONE METHOD (jumping from
stone to stone method)

This is a rather simple method which is particu-
larly suitable if the number of warehouses and
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stores is not large. Basically, this method is itera-
tive. The first step is to find a basic solution, and
then iterations get better and better solutions
from it. Iterations are repeated until the optimal
solution is obtained.

The starting table is the table that was obtained by
one of the methods for finding the solution. We
do the procedure of finding variations for each
unoccupied cell (‘Fij:chj .

The optimality condition is that every 517 > 0.

Relative costs are obtained by "jumping from
stone to stone", i.e. by alternating addition and
subtraction of unit costs, so that the procedure
starts from the cell for which the relative cost is
calculated, then continues clockwise onto the
occupied cells, depending on the path.

By using this method, we find that the transpor-
tation costis T . = 392 monetary units.

2. Method of Distribution (MODI)
This method also finds the optimal solution based

on the previously obtained basic solution using
some of the previously mentioned methods. Rela-
tive costs are calculated according to the formula:

X,.:c..—(u.—v)
ij i i
where:

> unit costs;

»ou i v, = coeflicients for each basic solution of
the values obtained from the formula

C=u+v.
Y ! J
over the occupied cell.

When all the related relative costs in the unoccupied
cells in the transportation matrix are positive, the
basic solution, which is also the optimal, is obtained.

This method results in minimal transportation costs
T .. =392 monetary units.

m

5. CONCLUSION

In this paper, we have dealt with a transportation
problem that can be applied in any activity. Here we
observed the model applicable in the service sector
through the transportation of goods from the warehouses
to the stores. Given that there is a certain physical dis-
tance between the warehouses and the stores, certain
costs arise during the distribution and transportation
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of goods. These costs can, among other things, signifi-
cantly affect the final price of the product. If the trans-
portation costs are high, the price of the product itself
will be higher. The transportation problem can be very
successfully formulated and solved by using the linear
programming model, if the basic requirement for op-
timizing the transportation of goods is to minimize the
total transportation costs.

By modifying the method, a solution to practical
problems can be reached. One method of problem solving
is almost never enough. Methods and mathematical prob-
lems combine with each other to create a new method.

Based on the comparative analysis of data obtained
using the methods listed in this paper, we conclude that
the costs obtained using the North-West Corner meth-
od are the highest, and amount to 870 monetary units,
while transportation costs obtained using the VAM
method (Vogel method) are closest to the optimal
solution and amount to 392 monetary units. Unlike the
method of determining the initial basic solution, where
we obtained different results by applying different methods,
by using any of the methods to find the optimal solution
we get the same value of the transportation price.
Furthermore, one can notice that the transportation
costs obtained by the methods for finding the optimal
solution coincide with the transportation costs obtained
by the VAM method (Vogel method), which actually
means that these costs cannot be further reduced, i.e.
that the lowest possible transportation price is obtained.

Based on the methodology presented in this paper, it
can be concluded that it is rather complex to standardize
the methodology of solving a problem by observing the
service sector. The activities in this sector are inherently
different, hence the successful implementation of one
method in one activity will not ensure the successful
implementation of that same method in another activity.
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Abstract:

Energy management systems can provide a variety of features and services to
prosumers. One of its most important functions is to determine cost-effective
energy mixing rates by evaluating the unit price and power of energy resources.
This study mainly proposes a hybrid optimization based on two heuristic algo-
rithms: Artificial Bee Colony (ABC) and Particle Swarm Optimization (PSO)
algorithms. A hybrid ABC-PSO algorithm has been applied to solve the energy
efficient multi-source energy mixing problem in Matlab. The proposed algorithm
has been tested in the simulation of an energy management system including a grid,
solar panel, wind turbine, and storage unit. The results show that the proposed
algorithm responds appropriately to meet the hourly changing demand of the
consumer in cases of energy production fluctuations in renewable energy sources
and dynamic electricity price tariff implementation of the grid. This method can
provide cost efficiency by maintaining the energy balance of consumers in smart
grids. The algorithm has a simple structure, thus the method provides a solution
for low-cost energy management applications in the microgrid.

Keywords:
Smart grid, hybrid ABC-PSO algorithm, cost efficient energy mixing, microgrid.

INTRODUCTION

Global warming, limited energy resources, increasing dependence on
energy require modernization of conventional grid architecture, innova-
tive solutions and technologies [1]. In this context, the energy industry
is transitioning to a new era called "smart energy". Energy will become
more sustainable, reliable and green by using information and commu-
nication technology in the near future. On the other hand, the smart
energy system is a cost effective system that incorporates renewable
energy sources into the process. Smart grid, demand response, microgrid,
smart home are the main concepts in this field [2]. The negative effects of
traditional fossil fuels on the environment and the public awareness of
developments in renewable energy technology have increased the interest
in microgrids [3]. Microgrids can be described as small, local distribution
systems containing micro resources such as solar panels, wind turbines,
storage systems, micro turbines, fuel cells [1].
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Renewable energy sources have an intermittent gen-
eration due to their nature. This situation considerably
fluctuates the demands of the consumers [4]. The
microgrid allows users to decide on setting the time and
amount of consumption [2]. Generally, demand-side
management in microgrids can be carried out using a
smart optimization process [5].

The use of renewable energy sources in the energy
systems of buildings has a significant impact [6]. The total
energy consumption of buildings corresponds to 40% of
the world’s energy consumption. It is thought that in the
close future, buildings will be able to produce their con-
sumed energy. This means zero energy buildings. Since
fossil fuels are unsustainable, the idea of using renew-
able energy in smart homes has generated great inter-
est from the public. With the advance of home energy
management systems (HEMS) in smart grids, users have
the opportunity to actively participate in demand-side
management (DSM). Through the smart home energy
management system, users can optimize their electricity
consumption and improve their comfort levels [7]. Figure
1 shows five technical functional diagrams of energy
efficiency in smart homes [8].
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Figure 1 - Conceptual diagram of energy efficiency in
smart homes [8].

Smart consumers are the end user members of the
future smart grid and play a key role in the supply-de-
mand balance [9]. With the active participation of con-
sumers in demand management, the use of information
and communication technology devices has become
widespread in-home applications [10]. In the near future,
it will be possible to optimize electricity consumption,
meet supply constraints and minimize costs in smart
homes with energy management systems. At the same
time, it is usual to predict that the continuity of the
desired comfort level for the users will be facilitated by
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energy management systems [11]. Automatic Home En-
ergy Management System (AHEMS) with appropriate
algorithms in a smart home should allow optimization
of the existing energy system (grid, loads, local genera-
tion and storage unit) at time-varying tariffs. In this
context, algorithms in the core of AHEMS allow flex-
ible use of some end-user loads. Thus, it contributes to
taking advantage of higher levels of renewable energy
generation and lowering the energy bills of consumers
[12]. Data collected from smart measurement systems
and meteorology can be updated by artificial intelligence
techniques and machine learning algorithms to regulate
the relationships between various variables such as energy
consumption, radiation, temperature, time, and battery
charge state [13]. Representation of artificial intelligence
as “Energy Intelligence” on the subjects of cost, efficiency
and energy monitoring is a guide for users [14].

There are various algorithms in the literature such
as artificial bee colony (ABC), particle swarm optimi-
zation (PSO), genetic algorithm, random search algo-
rithm, differential evolution. Among these solution
approaches, ABC [15] and PSO [16,17] are the most
common techniques used to solve optimization prob-
lems [18]. Although the ABC algorithm has an effective
discovery capability, it has weak exploitation capability.
PSO has a good utilization ability. However, when the
population or particle falls to the local minimum, the
PSO has no ability to get out of the local minimum level.
Therefore, PSO is not sufficient for the exploration of the
search space [19]. Most of the time, a hybrid optimiza-
tion method combining two or more methodologies is
proposed to increase the convergence time of the opti-
mization process [20]. This hybrid optimization process
is carried out by improving PSO's weak discovery ability
and ABC's weak exploitation ability [21].

This study proposes a hybrid optimization based on
two heuristic algorithms: ABC and PSO. The hybrid
ABC-PSO algorithm has been applied in Matlab to solve
the energy efficient multi-source energy mixing problem.
The proposed algorithm has been tested in a simulation
of an energy management system including grid, solar
panel, wind turbine and battery. The results show that
the proposed algorithm responds appropriately to meet
the hourly changing demand of the consumer. The pro-
duction fluctuations of renewable energy resources and
the dynamic electricity price tariff of the grid were taken
into account in this process. This method can provide
cost efficiency by maintaining the energy balance of con-
sumers in smart grids. The structural simplicity of the
method provides a solution for low cost, smart and local
energy management applications.
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2. METHODOLOGY

2.1. THE PROBLEM OF ENERGY MIXING IN MICROGRIDS
INCLUDING RENEWABLE ENERGY SOURCES

The architectural structure of the microgrid energy
management system consists of renewable energy sourc-
es, grid, battery, loads, smart algorithm and energy mix-
ing components as shown in Figure 2.

Hybrid
ABC-PSO
Algorithm
Mixing
Rates
Utility Load1l
Grid
Solar Energy Mixer Load2
Energy
Wind — —Load3
Energy
Battery
System Bus

Figure 2 - The architectural structure of the optimal
microgrid management system [22].

In the authors' previous studies, random search op-
timization (RSO) [22] and particle swarm optimization
(PSO) algorithms [16] were applied to find cost-effective
optimal energy mixing ratios according to the power
levels and unit energy costs of renewable energy sources.
In this study, the hybrid ABC-PSO algorithm was ap-
plied to solve the energy efficient multi-source energy
mixing problem. The determination of energy mixture
rates was carried out in Matlab. Suppose that the ener-
gies of solar panels, wind turbines, battery and grid are
combined at mixing rates expressed as «_for solar, a for
wind, a, for the battery system, and «_for grid. In this
case, the total energy sent from sources to grid loads can
be expressed as follows [22]:

E=a E+a E +a, E+a E
sTs ww bbb Tgg

Equation 1 - Total energy from sources.

In here, E,E »EpE, represent instantaneous energies
from the sun, wind, battery and grid, respectively. Con-
sidering the unit energy costs of ¢_for the solar system,
¢, for the wind system, c, for the battery system and c_
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for the grid, the cost function to be used in optimization
for energy efficient, cost effective mixing of resources
can be written as follows [22]:

F=a c E+a c E +a ¢, E+a c E
s sTs wowow bbb Tg g g

Equation 2 - Cost function.

Let consider that the mixing rate coeflicients are
updated at every At time interval by the hybrid ABC-
PSO optimization algorithm. Thus, the cost function
minimized by using the average output power of the
sources in At time intervals can be written as [16],

Fa)=a c P At+a c P At+a, c, P, At+a c P At
s sT s woww g & &

Equation 3 - Minimized cost function.

where PP, and P, express the average output power
of the solar, wind and battery system, respectively and
P shows the average power drawn from the grid. Also,
the mixing rate vector for the microgrid is shown as
a=[a a, o« a]. Itisimportant to balance energy produc-
tion (E,) and energy demand (E,) in the microgrid. En-
ergy supply and demand balance status in the microgrid
can be written as [16],

yP =P =a P+a P +a, Pb+ocg Pg

Equation 4 - Energy balance status.

where P, and P, indicate the total average output
power of the sources and the total demand power,
respectively. The case of y>1 provides a virtual demand
to reduce energy shortage by allowing some over-pro-
duction. Equation 5 can be written to determine the
energy balance error [16].

E=P, At-P, At

Equation 5 - Energy balance error.

Considering the energy balance boundary condition
expressed in Equation 4, the mixing ratio of the grid can
be calculated with the following equation [16]:

a=(yP,-a P-a P -a P)/P

Equation 6 - Mixing ratio of the grid.
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®,<0 condition indicates the island-mode operation
of the microgrid. According to «a_value, the cost func-
tion has been calculated as Equation 7 to determine the
working status of the system in islanded mode and to
maintain the working status of grid-connected [16]:

acPAt+a c P At +a,c, P At
+ac P Ata >0
Fa <0

F(a):

Equation 7 - Calculated cost function.

where F, means high cost value to avoid the islanded
mode operation of the microgrid. Therefore, the hybrid
ABC-PSO algorithm does not allow the system to run in
islanded mode [16].

2.2. APPLICATION OF HYBRID ABC-PSO ALGORITHM
FOR ENERGY MIXING RATE OPTIMIZATION

Discovery and utilization capabilities of population-
based algorithms are among the main features of these
algorithms. The discovery searches unknown regions to
find the global optimum, while utilization tries to apply
knowledge of previous solutions to find better solutions.

To achieve the best result, discovery and utilization
abilities should be balanced. However, researches show
that ABC algorithm performs good discovery and weak
utilization in the solution search process [23]. PSO has
good utilization ability. On the other hand, when the
population or particle drops to the local minimum, the
PSO cannot get out of the local minimum level. In
addition, the PSO is not sufficient for the discovery of
the search space [19]. In order to take advantage of these
two algorithms and eliminate their disadvantages, a
hybrid global optimization approach called ABC-PSO
can be used [24].
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Figure 3 - Flow chart of the proposed algorithm[24].

Figure 3 shows the flow chart of the proposed opti-
mization algorithm. In this algorithm, three phases of
ABC are used. For the employed bee phase, PSO's method
and speed of finding new food sources are used. After
the location of the new food source is updated, the best
available position is determined using Equation 8 [24].

Pbest! ,if f[Pbesttlg f[Xt”]
i X?”,if(Pbatf]>f[X?”]

1 [ 1
Equation 8 - Best available position.

At the onlooker bee phase determined by the
employed bee, onlooker bees will find and memorize
a new food source location based on the knowledge of
the best food source location visited by the employed bee.
This operation is performed according to Equation 9 [24].
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X Pbest, Jif j=m
i Pbest +@. (Pbestim — Pbest ),zf j=m

Equation 9 - Food source location.

where me[1,D] is chosen randomly, k#j and Qim are
random numbers generated between -1 and 1. The scout
bee phase is similar as in the ABC algorithm [24].

In order to carry out the energy mixing rates to the
energy mixer block, the normalization should be per-
formed to satisfy a +a +a,+« =1 condition. Equation 10
is used for this process.

a = 9 R x:{s,w,b,g}

. 4
E a
i:{s,w,b, g} !

Equation 10 - Normalization of mixing rates.

3. SIMULATION STUDY FOR ENERGY
MANAGEMENT IN MICROGRIDS
INCLUDING RENEWABLE ENERGY
RESOURCES

In this section, a simulation study was carried out to
perform the hybrid ABC-PSO algorithm for cost-effective
renewable energy mixing in a home energy management
system shown in Figure 4. The simulation model con-
sists of four energy systems: solar, wind, battery with an
output power of 1 kW and electricity grid with power
limitation of 2 kW [16].

-

g N

Renewable
Batiery Generation
l -
‘ Energy Load2
| Mixing
Load3
Utility Grid

Figure 4 - Simulation model for cost effective energy
management in the microgrid [16].

In the simulation study, hourly generation profiles of
solar and wind energy systems shown in Figure 5 were
used.
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The average demand profile shown in Figure 6 was
used for the demand profile of the home considered as
a microgrid.

0.2
018]»
0.16f
~ 0.14f
0.12F
=
o 0.1F
0.08F
0.06f
0.04f
0.02f
0

Figure 5 - Production profile of the solar and wind

energy systems [16].

2 4 6 8 10 12 14 16 18 20 22 24
Hours

Figure 6 - Average demand profile of the home.

It is accepted that the energy unit costs of the solar,
wind and storage system used in the simulation and the
energy unit price of the grid applied in the dynamic tariff
are determined as in Figure 7 [16].

0.5
—*—Solar
045 i wind
Batte:
04r o G d‘y
g 0.3
pe 0.3
= 02
g /N7 I
E ..
3
&) 0.15f r/
0.1 - ; -

Figure 7 - Pricing profile of energy resources.
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Figure 8 shows the hourly calculated mixing rates of the
energy sources by the hybrid ABC-PSO algorithm.

The energy balance error given in Figure 9 shows that
the proposed algorithm within the scope of the produc-
tion fluctuations of solar and wind energy sources and
the dynamic energy price tarift of the grid can maintain
the supply-demand balance. Figure 10 shows the hourly
changes of the energy efficient cost function. It is seen
from this figure that the hybrid ABC-PSO algorithm
achieves better results than ABC. It can be said that this
is achieved by combining ABC and PSO algorithms.

Energy Mixes Rates

Figure 8 - Energy mixing rates determined by the
proposed hybrid ABC-PSO algorithm.

Figure 9 - Energy balance error of microgrid.
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Figure 10 - Hourly change of cost function.

4. CONCLUSION

This paper demonstrates the use of the hybrid ABC-
PSO algorithm to solve the energy efficient, cost-effective
multisource energy mixing problem in microgrids con-
taining renewable energy sources. Our numerical analyzes
show that the proposed hybrid ABC-PSO algorithm
responds appropriately to meet the hourly changing
demand of the consumer in case of power generation
fluctuations in renewable energy sources and dynamic
electricity price tariffs in the grid. By preserving the
energy balance and without affecting the life comfort
of the users, the cost efficiency can be achieved through
the optimization algorithm by taking into account the
dynamic electricity tariffs.

The method has a simple algorithm; therefore, it
offers a solution opportunity for low cost, smart and local
energy management applications.
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Abstract:

Surface reconstruction from low quality point clouds represents a common problem
in most standard algorithms created for this purpose. Point clouds acquired
using specialized devices, such as 3D scanners, or as outputs from structure from
motion algorithms are usually flawed in that they contain a significant amount of
noise and outliers, making the surface reconstruction process difficult, resulting in
low quality surface estimation. The quality of the reconstructed mesh is directly
proportional to the quality of the point cloud itself. This paper proposes a workflow
for creating 3D surfaces from unstructured point clouds. The workflow takes an
unstructured point cloud as input and, through four phases, automatically cleans
up the point cloud data and creates a watertight surface reconstruction of the
point cloud, all in a single, end-to-end workflow.

Keywords:
Surface Reconstruction, Point Cloud, Outlier Removal.

INTRODUCTION

Raw point cloud data acquired using specialized devices such as
LiDAR sensors or as structural outputs from motion algorithms that use
RGB images and depth data along with feature matching, usually contain
a large amount of noise and outliers. Point clouds in such a state cannot
be easily reconstructed into a 3D mesh, but rather must first undergo a
process of data cleaning. As such, the process of generating the 3D mesh
from a raw point cloud can be separated into two distinct phases, the first
phase being clean-up and the second phase being the reconstruction itself.

The amount of data clean-up must be carefully constructed in order
to preserve as many features and details as possible, while removing as
much noise as possible. The subject of de-noising has been extensively
studied and adapted for different surface types, object shapes and other
parameters [1]. There is no single method that prevails above all others.
Every method has applications in certain use cases. Unfortunately identi-
fying the best method for a particular point cloud is usually experimental
in nature.
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Similar to noise removal, the subject of surface
reconstruction from 3D point clouds is not a new area of
research. As such, there are many algorithms to choose
from when performing surface reconstruction, each
with their own pros and cons [2].

The choice of algorithm is invaluable in getting
satisfactory results, due to the fact that each algorithm
handles specific drawbacks of non-perfect point clouds
in different ways.

2. RELATED WORK

As mentioned in the introduction, both phases of
the reconstruction process have been extensively
researched. We will briefly review the methods that
influenced and motivated our work below.

The removal of outliers has many approaches. Sun
et al. [3] proposed a method for removing outliers that
utilized LO minimization, thus creating sparser out-
puts and retaining sharp features and surfaces, thus
eliminating an recurring issue of oversmoothing in
outlier removal and surface reconstruction. However,
sparse outputs will not retain as many surface details
as dense outputs would. A different approach is using
neighbouring points in a point cloud to detect clusters.
These approaches are usually slow in computation,
where the speed is dependant on the complexity of the
data. Sankaranarayanan et al. [4] described an algo-
rithm that improved the computational speed in using
neighbourhoods of points in outlier removal. Ning et
al. [5] removed noise from point clouds by analyzing
categories of outliers identified in the cloud itself. Due
to using the local density of points for detecting outliers,
this method is not suitable for point clouds where dense
clusters of outliers exist. Yuan et al. [6] developed a
novel method called spatial neighbourhood connected
region labelling, which is used for data clustering in the
point clouds. The method was tested on both synthethic
and real world point cloud data. The points are classified
into clusters which are then used for identifying cluster
outliers as well as sparse outliers. Li et al. [7] extracted
the nearest neighbouring points before the search began,
thus removing repetition with the Euclidean distance
calculation that is required, and saving time and
resources. Reconstruction of point clouds usually relied
on standardized, tried and tested algorithms, such as [8]
and [9]. These algorithms are heavily dependent on the
input and as such the quality of their output is directly
affected by the outlier removal. With the development of
machine learning, approaches that utilize more complex

Sinteza 2021
submit your manuscript | sinteza.singidunum.ac.rs

workflows for surface reconstruction have begun to
appear. Hanocka et al. [10] uses a deep neural network
to deform an initial mesh to encapsulate the input point
cloud, thus ensuring the shape of the object does not
lose the actual point cloud shape. The authors demon-
strated the robustness of the algorithm on point clouds
of non-trivial shapes that vary in density and qual-
ity, showing that the algorithm outperformed multi-
ple standard algorithms such as [8]. Ladicky et al. [11]
propose a surface reconstruction method that utilizes
regression forests, using predictions that depend on the
local context. The training of the network was done on
synthetic data, which represents the biggest problem
of the pipeline itself, due to the difficulty of generating
quality noisy point cloud data that mimics realistic sce-
narios. That, in itself, represents the biggest issue that
the neural network approaches have - the quality of data
acquisition. Dill et al. [12] presents a generative model
that progressively deforms a uniform sphere mesh until
it approximates the input point cloud. The limitations of
this approach are its limitations to objects with a similar
topology as well as failure to preserve the finer detail.

3. PROPOSED METHOD

Our solution combines the process of outlier removal
with the process of surface reconstruction to create
watertight 3D meshes. The point cloud data used to
showcase the workflow is deliberately of a lower quality,
with a large amount of internal and external noise [Fig-
ure 1]. The process of creating the 3D surface reconstruc-
tion of this point cloud consists of four phases.

In the first phase, initial outliers are identified and
removed from the input point cloud. Only the most ex-
treme outliers are removed in the first phase. Initially
the centre of mass of the point cloud is calculated, after
which the points that are located furthest away from
the centre are identified as the initial candidates
for removal. A k-nearest neighbour is implemented to
detect a neighbouring area around the point. Once the
area is selected, the number of points inside the area
are counted. If the number of points is lower than the
threshold value, the points are identified as outliers and
removed from the point cloud [Figure 1]. The threshold is
variable and depends on the distance of the point from
the centre of mass of the point cloud.
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Figure 1 - Noisy input point cloud (left);
after initial noise removal (right)

After the removal of the most extreme noise in the
point cloud, a rough approximation that envelopes the
entire point cloud is generated. The approximation is
generated using the Convex Hull approach. Once this
initial mesh is calculated, both the mesh and the point
cloud are loaded into the same environment [Figure 2].
Due to the fact that the Convex Hull does not take cavi-
ties into account when generating the mesh, the initial
mesh needs to be deformed in order to follow the shape
of the original point cloud. In order to do so, the initial
mesh is projected directly onto the surface of the point
cloud. However, a Convex Hull mesh is not prone to
quality deformation. To alleviate this, a re-meshing of
the Convex Hull is performed. The purpose of this step
is to create an evenly distributed face topology that will
allow the mesh to deform uniformly across the entire
object [Figure 3]. Once this step is complete, the projec-
tion of the mesh may be done. The main attribute of the
mesh that dictates how much the mesh can deform is the
amount of polygons that it consists of. In this step, the
number of polygons is not increased as the purpose is
not to go into minute details, but to create a more pre-
cise shape that follows the contours of the point cloud
[Figure 4].

Figure 2 — Convex Hull (left) ;
Convex Hull with point cloud (right)
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Figure 3 — Convex Hull initial topology (left);
Convex Hull after re-meshing (right)

In the third phase, the rough estimated mesh is used
to identify the points near the contour of the object that
still represent noise and reduce the number of surface
details that can be reconstructed. Both the rough estima-
tion and the point cloud are again loaded into the same
environment, where now there should be no points that
are outside the mesh. The mesh is then scaled by a mi-
niscule amount iteratively, and the number of points
that are exposed with each scaling iteration are counted.
A threshold is defined as a percentage of the density of
the point cloud itself. For each iteration, if the number
of exposed points is under the defined threshold, the
points are identified as noise and removed from the
point cloud. Once the number of exposed points reaches
the threshold, the process is halted, and a new point
cloud is defined [Figure 5].

Figure 4 - Rough shape estimation of the point cloud
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Figure 5 - Point cloud after the second round of
noise removal

Once the final point cloud is created, the process from
the second phase is repeated albeit with some modifica-
tions. The Convex Hull of the point cloud is calculated
again, and the meshing process is repeated again. This
time, however, the resulting mesh is subdivided into a
more dense mesh i.e. a mesh that contains a higher num-
ber of polygons and as such can be deformed to recon-
struct more of the finer details. Again, the resulting sub-
divided mesh is projected onto the point cloud [Figure
6]. The more cavities the point cloud contains, the higher
the subdivision level should be. After this step, the mesh
is finalized and ready for use. A smoothing of the surface
can be implemented if necessary, but was not included
in our solution.

Figure 6 - Final version of the surface reconstruction
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4. RESULTS

The resulting mesh is compared with standard
approaches for reconstruction. To test out the quality of
the reconstruction, the input point cloud in all of the recon-
struction algorithms is the final version of the point cloud
from the workflow, the use of which ensures uniform con-
ditions that will only focus on the reconstruction process.

In [Figure 7] the results of the reconstruction are
shown. It is clearly visible that the standard algorithms
did not deal with the varying density of the point cloud
well, creating large gaps in the surface, and small cavi-
ties where there should be none. Outlier and noise
removal will only go so far in improving the quality of
the point cloud. In some cases, as it is the case here, the
point cloud will have parts of the surface missing. Com-
bined with the internal noise that is present, this could
create an illusion of gaps and cavities that should not
be present. The workflow presented in this paper deals
with all of the mentioned issues, and creates an accurate
representation of the point cloud in question.

Figure 7 — Marching cubes (left);
Poisson surface reconstructon (middle);

our workflow (right)

REFERENCES

[1] X-F. Han, J. Jin, M.-J. Wang, W. Jiang, L. Gao i L.
Xiao, ,,A review of algorithms for filtering the 3D point
cloud,“ Signal Processing: Image Communication, t. 57,
2017.

[2] S.P.LimiH. Haron, ,,Surface reconstruction tech-
niques: A review,“ Artificial Intelligence Review, t.
42,2012.

[3] Y. Sun, S. Schaefer i W. Wang, ,,Denoising point
sets via L 0 minimization,“ Computer Aided Geo-
metric Design, tom. %1 od %235-36, 2015.

[4] J. Sankaranarayanan, H. Samet i A. Varshney, A
Fast k-Neighborhood Algorithm for Large Point-
Clouds, 2006.

[5] X.Ning, F.Li, G. TianiY. Wang, ,An efficient out-

lier removal method for scattered point cloud data,“
PLOS ONE, t. 13, 2018.

Computer Science, Computational Methods, Algorithms and
Artificial Intelligence Session




[6] X.Yuan, C. HuaweiiB. Liu, ,Point cloud clustering
and outlier detection based on spatial neighbor con-
nected region labeling,“ Measurement and Control,
2020.

[7]1 Z.1i G.Ding, R.LiiS. Qin, ,,A new extracting algo-
rithm of k nearest neighbors searching for point clouds,”
Pattern Recognit. Lett., t. 49, pp. 162-170, 2014.

[8] M. Kazhdan, M. Bolitho i H. Hoppe, ,,Screened
Poisson Surface Reconstruction, ACM Transac-
tions on Graphics, t. 32, pp. 61-70, 2006.

[9] W. Lorensen i H. Cline, ,,Marching Cubes: A High
Resolution 3D Surface Construction Algorithm,“ ACM
SIGGRAPH Computer Graphics, t. 21, p. 163, 1987.

[10] R. Hanocka, G. Metzer, R. Giryes i D. Cohen-Or,
»Point2Mesh: a self-prior for deformable meshes,*
ACM Transactions on Graphics, t. 39, 2020.

[11] L. Ladicky, O. Saurer, S. Jeong, F. Maninchedda i
M. Pollefeys, From Point Clouds to Mesh Using
Regression, 2017.

[12] A.Dill, C. Li, S. Ge i E. Kang, ,,Getting Topology
and Point Cloud Generation to Mesh,“ ArXiv, t.
abs/1912.03787, 2019.

Sinteza 2021 Computer Science, Computational Methods, Algorithms and
submit your manuscript | sinteza.singidunum.ac.rs Artificial Intelligence Session




COMPUTER SCIENCE, COMPUTATIONAL METHODS, ALGORITHMS AND ARTIFICIAL INTELLIGENCE SESSION

SIMULATION AS ATOOL IN CONSTRUCTION MANAGEMENT

Biljana Matejevic-Nikoli¢™,
Lazar Zivkovi¢

The Faculty of Civil Engineering and
Architecture,
Nis, Serbia

Correspondence:
Biljana Matejevi¢-Nikoli¢

e-mail:

biljana.matejevic@gaf.ni.ac.rs

Sinteza 2021
submit your manuscript | sinteza.singidunum.ac.rs

Abstract:

Advances in technology and modern systems have enabled a major shift in the
presentation of reality in a virtual way. The representation of a real system using
a model enables various experiments, analyzes and studies. In this paper, a gen-
eral overview of modelling and simulation is given. Through a brief description
of methods and techniques, a special review of the simulation in construction
management is given. Processes and phenomena in construction are mostly of
stochastic character, so it is very convenient to apply simulation for their com-
puter representation. Also, the cyclicity of most processes in construction, as
well as their dynamics provides a suitable basis for the application of simulation.
Simulation is often used to solve various problems in construction management,
as: optimization, predicting, allocation of resources, solving transportation
problems, supply chains, selection of machinery, etc. Simulation methods are
described and an overview of the software most commonly used in construction
management is given.

Keywords:
Modelling, Simulation, Construction management, Simulation software.

INTRODUCTION

Advances in technology and modern systems provide a number of
possibilities and create an environment that enables the visualization and
creation of virtual reality. Modelling and simulation make up a series of
creation activities model of a real system and its computer simulation.
For more than four decades, modelling and simulation have been in use
in various fields of science and technology. It is practically an essential
and inseparable part of all scientific fields, for example, in the management
of organizations and business systems, engineering, military industry,
medicine, computer science, biology, education, but increasingly also
in the social sciences. Modelling methods have been perfected with
the development of applied mathematics, mathematical statistics, opera-
tional research, experimental and computer methods. The accelerating
advances in technology, computing, and science have enabled a major
shift in the representation of reality in a virtual way for an ever-increasing
range of systems.
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The representation of a real system using a model
enables various experiments, analyzes and studies. Sim-
ulation modelling is one of the leading modern methods
of computer-aided modelling. It is in fact an abstract
representation of a real system, valid only for strictly
defined experimental conditions. This method enables
the description, understanding and quantitative analysis
of complex dynamic systems in different areas: production,
transport, economics, mass service, computing, etc. In
this paper, a general overview of modelling and simulation
and a special review of the simulation in construction
management are given.

2. MODELLING AND SIMULATION IN
CONSTRUCTION MANAGEMENT

Processes and phenomena in construction are mostly
of stochastic character, so it is very convenient to apply
simulation modelling for their computer representation.
Also, the cyclicity of most processes in construction, as
well as their dynamics provides a suitable basis for the
application of simulation. The methodology in modelling,
as shown on Figure 1, is based on a closed cycle.

Roea
syslem

{ l

Results Espressiimeant

e

Mode

Figure 1 - Research methodology in modelling process.

Simulation is often used to solve various problems in
construction management, as: optimization, predicting,
allocation of resources, solving transportation problems,
supply chains, selection of machinery, etc.

Simulation plays an integral role in a futuristic vision
of automated project planning and control of computer
modelling system for construction [1]. Many works and
methods applied for the development of simulation
models are based on one of the first CYCLONE simula-
tions recommended by Halpin [2].
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Simulation models are models that are related to
dynamic systems, i.e. systems that change over time.
Typical examples of these systems are: queues, production
processes, storage, transport, etc.

AbouRizk et all presented an overview of three simu-
lation implementations: for an earthmoving contractor
(namely dynamic process interaction), an aggregate
producer (continuous time-dependent) and a general
contractor (static simulation) [3].

The complexity and uncertain nature of construction
projects require simulation for analyzing and planning
these projects. On the other hand, Genetic algorithm
(GA) can be used to optimize the cost and time of a
project [4] [5] [6] [7].

To improve the performance of construction opera-
tions, [8] simulation has been used to predict productiv-
ity. The Agent-Based Modelling (ABM) as an effective
tool for predicting the effects of congestion on labour
productivity in construction projects presented in [9].
Predicting productivity of concreting process [10] and
project duration [11] presented using simulation.

In paper [12] has been proposed production processes
optimization and implemented in the metallurgical
enterprise information system.

Building Information Modeling (BIM) is a new
approach to the application of simulations in construc-
tion. It helps architects, engineers and constructors to
visualize what is to be built in simulated environment
and to identify potential design, construction or opera-
tional issues [13] [14] [15].

Modern modelling is inconceivable without the use
of computers that, along with various methods and soft-
ware tools, provide a good space for creating complex
models and working efficiently with them. Computer
simulation is the performance of experiments on a
model of a real system, over a period of time, which is
performed on a computer (Figure 2).

Computer

=

Simulation - Establishing a
connection between a model
and a computer

Modeling - Establishing a
connection between a real
system and a model

Figure 2 — Modelling and computer simulation.
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The speed of modern computers and the develop-
ment of many programming languages and methods
enable greater and easier application of simulation.
Graphical representation of the system being modelled
(e.g. presentation of the production process) and ani-
mation of the system through 2D and 3D views during
simulation experiments allows easier evaluation of the
logic and dynamics of simulation models and easier
monitoring of model development over time.

There is a large number of ready-made software that
is very widely used in the creation of simulations in con-
struction management. Some of the software is:

o MATLAB & Simulink - a programming environ-
ment for algorithm development, data analysis,
visualization, and numerical computation. That
is a programming platform designed specifically
for engineers and scientists to analyze and design
systems and products that transform our world;

» AnyLogic - is the only simulation tool that sup-
ports Discrete Event, Agent Based, and System
Dynamics Simulation;

o FlexSim - is a powerful tool for modelling, ana-
lyzing, visualizing, and optimizing any process -
from manufacturing to supply chains;

o Arena - Simulation solution that assists business-
es with 3D modelling, design analysis, dynamic
modelling, and more;

o SimcadPro - Simulation software with interactive
2D/3D modelling. Support for Discrete Event,
Continuous Flow, and Smart Agents;

o VenSim - Leading System Dynamics & simula-
tion solution for building high quality models of
complex systems;

« Enterprise Dynamic - is a simulation software
platform to design and implement simulation
solutions in Industry, Logistics & Transport, etc.

Many have ready-made libraries specializing in dis-
playing individual processes. They enable visualization
and animation through 2D and 3D views. They use dif-
ferent programming languages as: Matlab, C ++, Fortran,
Python, JAVA methods, etc.
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3. DEVELOPMENT ALGORITHM OF
SIMULATION

The life cycle of the simulation is a series of steps
that describe the individual phases of problem solving.
The number of phases and the order of their execution
depend on the specific situation. The basic phases of the
simulation process are shown in Figure 3.

Defining the aim of the research describes problem
to be solved. System identification describes system
components, interaction of components, mode of op-
eration, connections with the environment, formal pres-
entation of the system. Collection and measurement of
relevant system data, analysis of these data (selection of
distributions of independent random variables, evalu-
ation of the values of distribution parameters). Creat-
ing a conceptual model that adequately describes the
system and allows solving a given problem. Making
simulation software by choosing a programming lan-
guage or package and creating a simulation program by
writing a program or automatically generating a pro-
gram based on a conceptual model. Simulation program
verification is testing the simulation program according
to the simulation model settings. If the verification of
the program did not give satisfactory results, a return to
step 5 is required. Evaluation of the simulation model
implies examination of whether the simulation model
adequately represents the actual system by analyzing the
results. If the evaluation of the model is not successful,
it is necessary to return to point 4 and make changes
to the model. Planning of simulation experiments and
their execution means planning and execution accord-
ing to the adopted plan in order to enable fulfillment
of the study goal. Analysis of the results of the experi-
ments - during the analysis of the results, it may be nec-
essary to supplement phase 8, i.e. to perform additional
experiments. Conclusions and recommendations are at
the end of simulation.
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Figure 3 - Development process of simulation.

4. TYPES AND METHODS OF SIMULATION

Depending on how to solve the problem and con-
sider the environment, there are 4 basic types of simu-
lation: Monte Carlo, Discrete Event, Continuous and
Mixed Simulation.
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4.1. MONTE CARLO SIMULATION

The Monte Carlo simulation depicts stochastic processes,
in which time does not play a role. It is also referred to
as the method of repeated attempts and is a static type
of simulation in which the creation of samples from
the distribution of random variables is used in problem
solving.

In construction management, Monte Carlo simula-
tion applied to predict potential delays prior to the start
of the construction project [16]. A Fuzzy Monte Carlo
Simulation (FMCS) framework for risk analysis of con-
struction projects [17] has been used successfully.

4.2. DISCRETE EVENT SIMULATION

Discrete Event Simulation (DES) is a method of
simulation modelling of systems in which state changes
occur discontinuously in time, i.e. only at certain times
in time. Systems modelled in this way are dynamic and
almost regularly stochastic.

The model is executed in steps, where the next state of
the system depends on the current state and the current
influence of the environment. The simulation describes
each discrete event, moving from one event to another,
resulting in a shift (increment) of the simulation time.
One of the key elements in the development of discrete
event simulation is the time shift mechanism. Two basic
mechanisms are used: time shift for constant increment
and time shift to the next event as shown in Figure 4.

D1 D2 D3 D4 D5 D6

O+00 OO + O > time

e o URRARRARRRRAS

constant increment

At At At
D1 D2 D3 D4 D5 Dé
Time shift to the O0—0-0 O) .
next event o0 time
QAR AN D =

2 3 t ts

Figure 4 - Mechanisms of time shift in discrete
even simulation.

The shift of time for constant increment implies a
change of time in the simulation model so that the same
increment At is always added. After each time shift, i.e.
updating the value of the simulation clock, it is
examined whether some events should have occurred
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in the previous time interval. If so, then these events are
planned for the end of the interval. This time shift has
a disadvantage because moving the event to the end of
the time interval introduces an error into the simulation.
Events that are not simultaneous in this approach are
displayed as simultaneous, and then the order of their
execution is determined (which may differ from the ac-
tual order). By decreasing the time increment, these er-
rors are reduced, but the time spent on performing the
simulation is increased, as well as the number of time
intervals in which there are no events.

Shifting the time to the next event means moving the
simulation clock to the time in which the first or more
subsequent event will occur. If events are set to run at
the same time, they will be executed in series as shown
in Figure 5.

0 74 12 16 time
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Figure 5 — Execution of simultaneous events.

The simulation ends when there are no more events
or when some predefined condition for the end of the
simulation is met. In this way, an error in the execu-
tion time of the event is avoided and at the same time
intervals in which there are no events are skipped. This
principle is more complex but also more efficient, so all
key simulation languages use this mechanism. Figure 6
is shown order of execution of events.

time

time

time

®
@ff“@“fﬁg

@ @ ® ®—

Now
@ The event selected to run

' The event is ready to run but not selected

() The event to be selected later
@ Processed event

Figure 6 - Order of events execution.
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An optimization methodology that integrates dis-
crete-event simulation (DES) with a heuristic algorithm
is developed to optimize dynamic resource allocation
for construction scheduling [18]. A new simplified dis-
crete-event simulation approach (SDESA) is presented
through extracting the constructive features from the
existing event/activity-based simulation methods [19].
Supply chain operations by looking at the logistics func-
tion of construction material suppliers a discrete event
simulation approach to assess the impact of demand
fluctuations on two crucial logistics performance measures;
lead time and cost efficiency are presented in [20].

4.3. CONTINUOUS SIMULATION

Continuous simulation is used for dynamic problems
in which state variables change continuously over time.
Continuous simulation uses equations that describe the
system in the form of change intensity. System dynamics
is a methodology of research, modelling and simulation
of complex dynamical systems. Feedback systems are a
basic type of system that is modelled by system dynamics.
Feedback models are most commonly used to model
engineering, biological, social, and economic systems.

A dynamic simulation model is developed using system
dynamics for supplying ready mixed concrete (RMC)
[21]. Paper [22] presents a system dynamics computer
model to evaluate alternative type of recycling centre
under different policy and economy environments.

4.4. MIXED SIMULATION

Combined simulation, applies the simulation of
discrete events to a single continuous model. In some
types of systems, continuous simulation, as well as simu-
lation of discrete events, cannot fully describe the mode
of operation of the system. These are those systems that
contain processes that run continuously and events that
lead to discontinuities in the behaviour of the system.
In order to model and simulate such systems, a mixed
simulation has been developed that allows the integra-
tion of continuous and discrete system elements.

Discussion about the deficiencies of two traditional
simulation methods - System Dynamics (SD) and dis-
crete Event Simulation (DES) - for simulation of con-
struction projects which can be compensated by imple-
menting hybrid SD-DES model are presented in [23].
Research [24] argues about a hybrid SD-DES approach
to model labour productivity considering the effects of
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both the context and operational level factors. The
developed methodology integrates DES and SD to utilize
their respective advantages in simulating construction
operations [25].

5. CONCLUSION

The increasingly rapid progress of technology, tech-
nology and science, provides the opportunity to develop
increasingly complex and comprehensive methods and
techniques that are successfully applied in various fields
of science. In construction management, computer
simulation is widely used to solve various problems,
as optimization, allocation of resources, prediction of
project duration, cost, productivity, supply chain man-
agement, construction site problems, etc. Simulation
has a number of advantages, such as controlled experi-
mentation, animation, multiple uses, solving complex
problems, etc. Each of the described methods is used in
construction management, but most of all the method
is discrete event as well as mixed simulation through the
hybrid approach DES-SD. A huge amount of software
for simulation have a large help to build simulation for
concretely problem.
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Abstract:

The rapid growth of the urban population and the development of information
and communication technologies have led to the creation of a new concept - a
smart city. The smart city uses information and communication technologies to
improve the quality of life of its citizens. One of its most important components
is smart health. Also, heaps of textual data are created every day, in medical
information systems, then there are the government documents, and citizens'
comments, reviews, etc. This paper examines the possibility of using text min-
ing techniques and natural language processing to create smart health services.
Three services intended for these purposes have been proposed, designed, and
implemented: a service for answering patients' questions, an information board
for visualizing data about an epidemic, and automatic processing of question-
naires and psychological tests.

Keywords:
Smart Health Services, Natural Language Processing, Text Mining.

INTRODUCTION

The constant progress of information and communication technologies
(ICT) has enabled their application in almost all segments of individuals'
lives to provide many services which make life easier for citizens. Modern
technological infrastructure (Internet, smartphones with built-in sensors,
smart devices in the household) is available today to most of the popula-
tion. Techniques for processing large amounts of data, collective intel-
ligence, and increasing the number of inhabitants in urban areas enabled
the creation of a smart city, which is efficient in terms of energy con-
sumption, transport, administration, learning, economic development,
and other aspects [1]. It is based on Big Data [2] and IoT technologies
[3]. Within the smart city, there are smart transport, smart agriculture,
smart administration, smart education, smart healthcare, etc. Smart
health uses ICT technologies to create services which contribute to the
facilitation of medical procedures and better health of the population [4].
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The difference between e-health and smart health is in
the flow of data. For example, creating electronic reports
using the medical information system is an example of
e-health, but enabling communication with doctors, and
dashboard with analysis based on data in medical infor-
mation systems (where the data flow is from citizens to
smart city, and from smart city to citizens), are examples
of using smart health.

Large amounts of data are collected daily, in medical
information systems, then there are documents related
to the medical domain (instructions for medicines, various
forums containing instructions of experts, etc.).

Some information from patients can be collected using
crowdsourcing (the technique of acquiring knowledge
through the voluntary participation of users) [5]. EHRs
[6] are electronic medical records created and stored
in medical information systems and contain informa-
tion about the patient's examination. They contain
structural fields, such as name, identification number,
date of examination, location of the institution where
the examination was performed, diagnosis code, name
of the diagnosis, but also contain a non-structural part
consisting of physician observations that cannot be ex-
pressed through structural fields, physician notes, diag-
noses, laboratory results, therapies, etc. The documents
also contain textual data, as the free-answer questions
in the questionnaires for patients. Unstructured data
must be organized and structured in a way that allows
their analysis. This requires sophisticated statistical and
linguistic techniques. This process is usually associated
with the artificial intelligence (AI) technique called natural
language processing (NLP), which allows the system to
understand the meaning of data in human language.
The goal of NLP is to read, decipher, understand, and
find meaning in natural language. Most NLP techniques
rely on machine learning to infer the meaning of data in
natural languages [7].

The research question of this paper is whether and
how NLP techniques can be used to create smart health
services. The motivation for this research is the creation
of smart health services based on NLP which would be
useful for patients and citizens in a smart city. For the
realization of this research, the method of description
was applied to the existing smart health services based
on NLP techniques. Three services are proposed and
using the modeling method and use case diagrams are
shown. Details of the implementation and a screenshot
of the demo systems that implement these services are
given.
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The paper is organized as follows. The second section
presents the application of NLP techniques for medical
purposes through related research. This is followed by a
proposal and a description of NPL-based health services,
and the implementation of the service is given. In the
end, the conclusion and directions of further research
are given.

2. RELATED WORK

This section presents research and examples of the
use of tools based on NLP techniques for improving
health. One of the ways to use the processing of textual
data entered by users is the detection of depression [8].

The most popular medical text marking systems are
CTAKES and CLAMP systems [9] [10]. The identifica-
tion of medical terms in texts written by patients, using
crowdsourcing, is presented in [11]. One approach to
correcting errors in the free text of medical reports is
presented [12].

3. SMART SERVICES BASED ON NLP
TECHNIQUES

This section describes services based on NLP. The
source of data for the implementation of these services
are documents written in natural languages, citizens' an-
swers obtained by crowdsourcing and EHRs from medical
information systems. The service whose input data are
documents is used to answer patients' questions. The
service whose input data are the answers of citizens
obtained by filling out questionnaires is the automatic
processing of psychological tests. The service that pro-
cesses the data entered in the EHRs displays data on the
state of the epidemic. Use case diagrams, a description
of the services, and finally presentations of their imple-
mentation are given.

3.1. ANSWERING THE PATIENTS’ QUESTIONS

The smart health service for automatic answering
of questions and search of medical documents should
provide the user to enter a question and get an answer
based on the similarity with the sentences in medical
documents entered in the system by experts. The capa-
bilities of this service are shown by the use case diagram
used in Figure 1.

Computer Science, Computational Methods, Algorithms and
Artificial Intelligence Session




Citizen

Qualified person

Figure 1. Use case diagram for the service for the
automatic answering of citizens' questions

This service should help the citizen to get an answer
to his question quickly at any time. There are three types
of content in the system: questions, formal documents,
and expert answers. Questions and documents are
grouped based on keywords. When the user asks a new
question, its similarity with the questions and documents
in the selected group is considered. Preparation of docu-
ments for processing, normalization, extraction of key-
words, the grouping of the documents and questions as
well as finding the answer to the question are NLP tech-
niques necessary for the realization of this service [13].

Postavite pitanje

Unesite pitanje putem tastature ili mikrofona n
-

Trazi

Najce3ca pitanja

bolovi u misi¢ima
povisena telesna temperatura

*Selektovati pitanje | prevué u polje 2= pitanje

bolovi u misi¢ima

andol.txt.

Figure 2. The realization of service for answering
patient’s questions

Figure 2 shows the realization of the client part of the
document search service, i.e., answering citizens' ques-
tions.
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The question can be entered directly from the key-
board or by voice, where the voice is recognized and
converted to text, using the Speech to Text API [14],
for automatic speech recognition in Serbian. It is also
possible to click on one of the most frequently asked
questions, and search for it. The result is a document
containing an answer to a question.

On the server-side, an expert can enter a document
in pdf, txt, doc, and docx format, after which the docu-
ments are normalized and stored in the database in a
searchable form. When entering a document, the key-
words for the document are automatically extracted,
however, they can also be entered by the expert who enters
the document, to further enrich the metadata.

3.2. AUTOMATIC PROCESSING OF QUESTIONARIES

Psychological tests often limit the respondent by
offering him the possibility of choosing some of the
offered options without entering a free answer because
it is complicated for analysis. For the realization of the
service for automatic processing of questionnaires and
psychological tests, it is necessary to collect information
about the mental state, as well as about specific reactions
to appropriate stressful situations.

The questions are expressed in the form of standard-
ized psychological tests as well as fields for describing
a stressful situation. The frequency of similar stressful
situations, as well as evoked feelings in comparison
with the results obtained from psychological tests, can
more clearly indicate the existence or non-existence of
a corresponding psychological problem. A person best
describes his mental state in his mother tongue, so the
analysis of these tests is adapted to people who speak
Serbian. The complexity of processing texts in the Serbian
language is an additional challenge. This service can be
applied to various types of questionnaires. As an example,
a psychological test is given intended to provide support
to women during pregnancy and the postpartum period
who may have some specific psychological problems.
The use case diagram of the service is given in Figure 3
and its realization in Figure 4. The text data that users
enter is in a format that is not suitable for direct processing
and needs to be processed using NLP techniques to be
machine-readable. Descriptions of stressful situations
are compared with those in the database, to obtain the
results of the questionnaire. To compare descriptions
as word vectors, their pre-processing and normalization
are required [5].
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Citizen

Figure 3. Use case diagram for the service for automatic
processing of questionnaires

a) Report on the most common symptoms. Using
this report, the citizen would be more informed about
the disease and could recognize the symptoms and in
that case, contact a doctor. This report is created based
on data obtained by entering in an unstructured field
for physician comments from EHRs. With adequate
processing of this text, frequently occurred symptoms
can be extracted and shown on the diagram (Figure 6).

b) Questionnaire on the patient's current health con-
dition (symptom presence/absence) to check whether to
report to the medical station for treatment or not.

Psiholoski testovi

|Test na postporodajnu depresiju V‘

Molim Vas oznatite odgovore koji najbolje opisiju kako ste se osecali proteklih 7 dana,
a ne samo kako se osecate danas.

U poslednjih sedam dana:

1. Mogla sam se smejati i videti sme3nu stranu stvari
OKao i inate

O Ne tako ¢esto

OSigurno manje nego inace

O Ne uopste

2. Radovala sam se stvarima unapred:
OKao i inace

ONe tako éesto

OSigurno manje nego inace

OJedva

Figure 4. The realization of service for automatic
processing of psychological tests

3.3. DASHBOARDS WITH INFORMATION ABOUT AN
EPIDEMIC

At the time of an epidemic, people need to have in-
formation about the situation in their place from verified
sources, to act following it. The lack of such informa-
tion can lead to the spread of news from non-objective
sources, unscrupulous behavior of citizens, but also the
spread of panic. Epidemic control is one of the topics in
the field of smart health within smart cities. Based on
the reports that are stored daily in medical information
systems, various information on the epidemiological
situation in cities can be extracted. Examples of realiza-
tion are given based on EHRs from Health Centre Nis,
from the period of the measles epidemic. The service is
designed to work in real-time, directly takes data from
EHRs, and provides many details, such as the preva-
lence of the virus by age structure, health facilities, and
an overview of the number of infected in the appropri-
ate time interval [15] [16] [17]. This service enables two
functionalities based on NLP techniques (Figure 5):
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Citizen

Figure 5. Use case diagram for the service for
visualization of the epidemic data

Najzastuplieniji simptomi ~

800 ® Broj pacijenata

Figure 6. The realization of service with information
about epidemy
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4. CONCLUSION

A lot of textual data is created daily in medical
information systems, and NLP techniques can be applied
to gain new knowledge that will be used to create smart
health services. Three use cases of NLP-based smart
health services for each input type of text data (docu-
ment, EHRs, and patient’s responses) are presented. In
further research, we will improve these and create new ser-
vices that use NLP methods, such as finding and correcting
errors when entering a non-structural part in the EHRs.
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RANK-BASED SELF-ADAPTIVE INERTIA WEIGHT SCHEME TO
ENHANCE THE PERFORMANCE OF NOVEL BINARY PARTICLE
SWARM OPTIMIZATION

Abstract:

Inertia weight is a significant parameter of the particle swarm optimization (PSO)
algorithm. Its controllers the search capabilities of PSO and provides a balance

Faryal Amin,
Yasir Mehmood*,

Marium Sad'q; between exploration and exploitation. There are a plethora of studies on inertia
Samina Khalid, weight variants of continuous PSO (CPSO). However, a few numbers of studies
Iftikhar Ahmad have been presented for binary PSO (BPSO). In existing BPSO variants, despite

different positions of particles, every individual is treated equally by ignoring the
dispersion of particles in the search space. To deal with each particle according to
its fitness value, we have proposed a Rank-based Self-adaptive Inertia Weight to

Department of CS&IT, enhance the performance of the Novel BPSO (NBPSO). The proposed algorithm
Mirpur University of Science and controls the movement of particles by defining the ranks of each particle based
Technology (MUST), on their fitness. The performance of the proposed algorithm is evaluated on four
Mirpur, AJK, Pakistan benchmark test functions. The experimental results show that the proposed method

performs better than the compared algorithms in terms of convergence speed.

Keywords:
PSO, fitness rank, self-adaptive, inertia weight, convergence speed.

INTRODUCTION

The continuous particle swarm optimization (CPSO) [1] is a nature-
inspired algorithm proposed by Kennedy and Eberhart in 1995. The algo-
rithm is motivated by the social behavior of bird’s flock and fish school-
ing. Its quick convergence, simple implementation, and non-complex
computations have made it a widely accepted algorithm to solve many
real-world optimization problems. This basic version of CPSO is utilized
for the real number spaces and continuous problems [2].

To address binary optimization problems, Kennedy and Eberhart

developed the Binary PSO (BPSO) in 1997 [3]. In BPSO each particle

Correspondence: changes its position by either selecting 0 or 1. To enhance the performance
Yasir Mehmood of BPSO, several improved variants have been proposed. Khanesar et al. [2]
proposed the NBPSO by presenting a new definition of velocity vector that
is the rate of changing particle bits. The NBPSO also addressed the issue of

selecting a proper value of inertia weights introduced in [4].
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Inertia weight provides the balance between explora-
tion and exploitation capabilities of CPSO [5]. In litera-
ture, various inertia weight schemes have been present-
ed. These schemes are classified into three classes [6].
First is a constant [4] or random inertia weight [7], in
which the value of inertia weight is constant or random.

The second class is time-varying inertia weight,
in which the value of inertia weight changes in every
iteration step. These include linearly decreasing inertia
weight [8, 9], non-linearly decreasing inertia weight
[10], and Chaotic inertia weight [11]. The third class is
adaptive inertia weight, which uses feedback parameters
to set the value of inertia weight and monitor the algo-
rithm’s state. This class includes adaptive inertia weight
[12], dynamic adaptive inertia weight [7], and rank-
based inertia weight [13].

In this paper, we have proposed a rank-based self-
adaptive inertia weight scheme to enhance the perfor-
mance of NBPSO [2]. In the proposed scheme, an adap-
tive inertia weight strategy [13, 14] is incorporated to
enhance the convergence speed. The velocity of each
particle is directly controlled by their fitness such that
the particle with high fitness gets the high rank and the
particle with low fitness gets the lower rank. The move-
ment of each particle is controlled directly by its fitness
so that the particle with a low rank moves with high
velocity. The proposed RIW-NBPSO enhanced the
performance of NBPSO in terms of convergence speed.

The paper is structured as follows: Section Il includes
a Binary PSO and its variants. Section III presents the
Novel BPSO. The proposed algorithm is presented in
IV and in section V simulation results are presented.
Finally, the paper is concluded in section VI.

2. THE BINARY PSO (BPSO) AND ITS
VARIANTS

In contrast with CPSO, each particle in BPSO is
represented with a bit string. A particle decides to pick
avalue of either 0 or 1. The particle updates the position
by shifting values between 0 and 1. A particle’s velocity
is the probability change of taking 0 or 1, so the velocity of
a particle must be bounded within the range [0, 1]. The
sigmoid transfer function (sig) is used to represent and
bound all the real number velocities within the range
of [0 1] as:

Vi =sig(vik (t))_ 1 0 (1)

1+e”
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Based on the above sig(v, (t)), the new position will
be computed as:

_ L if rand, <sg(vlk (t+1))

o (t ! 1) 0, otherwise

()

where rand, is a random number between [0, 1].
In standard BPSO velocity update is based on the
following rule:

v, =wv, +ar, ( p.-X, )+Cz?’zk ( g -xl_k) (3)

where w is the inertia weight: 0 <w < 1. p, is the kth
bit of ith particle’s personal best and gk is the kth bit of
the best particle among all of the particles (global best
position). c1 and c2 are the acceleration coefficients such
that cl, c2 > 0, r1k, and r2k are random uniform distri-
butions within 0 and 1.

Several BPSO variants have been proposed to
achieve better performance in solving various problems.
Beheshti et al. [15] improved BPSO to Memetic BPSO
(MBPSO) depends on the hybridization of global and
local topologies in PSO. Chaung et al. [16] proposed
a Chaotic BPSO (CBPSO) by embedded chaotic maps
in BPSO to solve feature selection problems. Khanesar
et al. [2] proposed Novel BPSO by representing a new
definition of the velocity vector and also addressed the
issue of selecting a value of inertia weight in existing
BPSO. A quantum computing-inspired BPSO (QBPSO)
was proposed by Jeong et al. [17] that addressed the pre-
mature convergence of original BPSO and applied it in
unit commitment problems for power systems. A modi-
fication was made by Afshinmanesh et al. [18] in BPSO
based on the negative selection in the Artificial Immune
system. Liao et al. [19] extended the basic discrete PSO
to solve flow shop scheduling problems by redefining
the particles and their velocities. An improved BPSO
was proposed by El-Maleh et al. [20] that overcome the
drawbacks of the original BPSO and solved the issues of
state assignment in sequential circuit synthesis targeting
area optimization. Wei and Jing [21] presented a Novel
BPSO to solve the heliotype inference problem. A new
modified BPSO for solving knap-sack problems [22] is
proposed. A new probability function is inserted that
maintains the diversity of the swarm. A modification
of BPSO was presented by Vieira et al. [23] to predict
mortality of septic patients using SVM. A modification
was made by Yang et al. [24] in which different transfer
functions were used along with a new procedure to up-
date position to search for best task allocation solution
for wireless sensor network. Lin et al. [25] proposed a
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high-utility item-set mining (HUIM-BPSO) by using
BPSO to find HUI efficiently. In [26], the theoretical
as well as empirical analysis of effect of inertia weight
strategies on the performance of BPSO have been pre-
sented. In [14], the value of acceleration coefficients was
modified base on the fitness of each particle to improve
the convergence speed. Ji et al [28] proposed an effective
approach named Improved BPSO to address the for-
mulated problems in feature selection and improve its
accuracy. Too et al [29] presented a new co-evolution
BPSO by utilizing different inertia weight strategies to
solve feature selection problems. Mafarja et al [30] pro-
posed a feature selection approach by using BPSO with
a time-varying inertia weight strategy to reduce the
processing time.

3. THE NOVEL BPSO

A Novel BPSO (NBPSO) [2] was proposed to
address the difficulties of standard BPSO and also solved
the issues of selecting a proper value of inertia weight.
In NBPSO personal best position pbest and global best
position gbest are updated the same as the standard
BPSO equations. The definition of velocity is different
in this novel version. Two velocity vectors VO and V1
were introduced for each particle such that VO holds a
chance of a particle’s bits to change to 0, while V1 holds
a chance of particle’s bits to change to 1. VO and V1 are
computed as:

V.=wv, +q, +q, (4)

Vi=wv +q +q. (5)

il

w is the inertia weight and q1, q0 are temporary val-
ues. If k, bit in gbest and pbest is zero, V| will grow and
the chance of changing to one will be decreased to zero.
And if the kth bit in gbest is one, V. will be increased
and V, will decrease. Based on the above description,
the following rules are elicited:

If P, =1theng, =clrland g, =-c2r2

If P/ =0then g’ =clrland g, =-c2r2

If P, =ltheng, =c2r2and g, =-c2r2

If P, =0theng; =c2r2and g, =-c2r2

where rl and r2 are random variables within (0, 1)
and are updated after each iteration. cl and ¢2 are the

acceleration coefficients. After V° and V! are updated,
the velocity of change is computed as:

V4if x=0
V:{ f

V%if x=1 ©)

¢
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Normalization is performed using a sigmoid func-
tion in equation (1). The next position of the particle is
computed as:

(t)’lf rl'k <‘/1A
(t)’lf r:k <Vk

The performance of NBPSO was compared with other

7)

x, (t+1)= i’k
ik

versions of binary PSO. Experiments were performed
on four test functions.

4. THE PROPOSED ALGORITHM

To improve the performance of NBPSO, we have
proposed a RIW-NBPSO algorithm. Instead of a fixed
value for inertia weight in NBPSO, an adaptive inertia
weight strategy based on fitness rank is introduced. The
proposed algorithm works the same as the NBPSO. The
velocity vectors are evaluated using equation (3) where
the value of w is computed as in equation (8). In the
proposed algorithm fitness of each particle is computed.
All particles are then sorted based on their fitness. Then
rank is assigned to every particle for their corresponding
fitness. In RIW-NBPSO a particle with a high fitness
value gets the first rank and the value of w for this parti-
cle will be minimum which speeds up the convergence
rate, while a particle with a low fitness value, gets the
lowest rank, and w for this particle will be maximum
which improves search abilities so the particle with low
fitness can move with the high velocity. This improves
the convergence speed.

w=w +

(8)

Wmax - Wmm F
Popuilation (n)

where FR. is the fitness rank of each particle. w,_ is
0.4andw, is0.9. Asanimportant parameter of CPSO,
it is important to set a proper value of inertia weight.
This parameter highly affects the performance of the
algorithm [23]. In the proposed RIW-NBPSO the
employment of adaptive w has served well and better
than NBPSO in terms of fast convergence.

I. The population is initialized with random posi-
tions of particles within the hypercube (particles
are selected randomly from binary values 0, 1).

II. Compute the fitness for an individual particle by
using its current position.

I11. Find the personal best position of each particle
by comparing every particle’s fitness to its best
fitness. Set the current place as the best place if
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fitness at the current place is better than its best
place.

IV.Find the global best position from all the particles
by comparing the individual’s fitness to its best
fitness within the population. Set the current
position as the best position if the fitness at the
current place is better than its best place.

V. Sort and rank all the particles with respect to
their fitness.

VI. Calculate the inertia weight for each particle using
equation (8), so that the movement of each par-
ticle is commanded by its fitness.

VII. Update the velocity of particle V? and V*
according to equations (4) and (5).

VIII. Compute the velocity of change of bits according
to equation (6).

IX. Generate a random variable r within range (0, 1)
to move each particle to a new place according to
Equation (7).

X. Go to ], repeat till the convergence.
4.1. EXPERIMENTAL SETUP & RESULTS

To evaluate the performance of RIW-NBPSO, four
test functions were selected and shown in equation (9)
to equation (12) for Sphere, Rosenbrock, Griewangk,
and Rastrigin [27] respectively. The comparison of the
improved performance of the proposed RIW-NBPSO
with NBPSO and other algorithms is provided in tables.
The experiments are conducted on the minimization of
test functions.

f=22% ©)
fo =Z(100(xw -x’ )2 +(x, -1)2) (10)

1 N , N x
ﬁ(x)zm > %, —Hcos%ﬂ (11)

ﬁ(x)zg(xf—10cos(27rxi)+10) (12)

In the above-mentioned benchmark functions, N
represents the dimensions of search space. The popula-
tion size of 100 is carried out for a maximum number of
iterations: 1000 within range of [-50, 50]. Real numbers
are represented using 20 bits binary values. Three differ-
ent dimensions are tested: 3, 5, and 10. The experimental
results in Table (I-IV) show the improved performance
of RIW-NBPSO in terms of fast convergence for all four
test functions.
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Di RIW- NBPSO BPSO  BPSO
NBPSO  [4] 4] 4]
3 6.821*10-9  6.821%10-9 0.0561 0.154
5 1.136*10-8  1.921*10-6 7.9578 224.404
10 1.682*10-7 0.112 213.606 394.706

Table 1 Results of Sphere function

Table 1- presents the experiments of the mean of
the best gbest carried out on Sphere function. In which
RIW-NBPSO outperforms the NBPSO and other algo-
rithms for different dimensions: 3, 5, and 10 in terms of
fast convergence.

Dim RIW-  NBPSO  BPSO BPSO
NBPSO (4] [4] [4]
3 0.031 0.093 0.938 0.864
5 1.366 2.247 1406 3746.5
10 8.724 32.831 1.309%106  1.523*106

Table 2 Results of Rosenbrock function

Table 2- shows the experiments for the mean of best
gbest conducted on Rosenbrock function. The improved
convergence of RIW-NBPSO as compared to NBPSO
and other algorithms are listed with different dimen-
sions: 3, 5, and 10.

Dim RIW-  NBPSO  BPSO BPSO
NBPSO (4] [4] [4]

3 2.08°10-9  2.08*10-9 0.1716 0.2025

5 2.5910-9  7.4*10-3 0.5824 0.6574

10 0.0230 0.0579 1.3864 1.4333

Table 3 Results of Griewangk function

Table 3- demonstrates the results for the mean of
best gbest on the Griewangk function. RIW-NBPSO
increases the convergence speed than the NBPSO and
other algorithms for different dimensions: 3, 5, and 10.

Dim RIW-  NBPSO BPSO  BPSO
NBPSO (4] (4] (4]

3 4.5109*10-9 1.353*10-6 2.669 3.7127

5 4.5109%10-9 0.0034 25.875 51.3154

10 4.5109*10-9 10.392 490. 539.337

Table 4 Results of Rastrigin function
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Table 4- presents the results for the mean of best
gbest on Rastrigin function. It is cleared that RIW-NBPSO
performed better than NBPSO and other algorithms for
all dimensions 3, 5, and 10 in 1000 iterations.

Itis cleared from Table (1-4) that the proposed RIW-
NBPSO using Rank-based inertia weight significantly
improved the convergence speed. The proposed scheme
outperforms as compared with NBPSO and other algo-
rithms in terms of quick convergence.

4.2. ADDITIONAL EXPERIMENTS & DISCUSSION

To validate the improved performance in terms of
fast convergence of RIW-NBPSO, we have performed
further experiments by reducing the number of itera-
tions from 1000 to 500, 200, 100, and 50. When the it-
erations are 1000, the particles get a higher chance to
search the space so for 1000 iterations our proposed
RIW-NBPSO quickly converges.

We have performed experiments by reducing the it-
erations. When the iterations are reduced to 500 RIW-
NBPSO still provided better convergence results. We
further reduced the iterations to 200 to check the con-
vergence speed of the proposed RTW-NBPSO, it gives
better results here too. The number of iterations further
reduced to 100 and still the particles converge quickly
which shows the proposed algorithm provided better
results. We then reduced the iterations to 50, RIW-
NBPSO showed quick convergence. It is validated from
these experiments that the proposed algorithm acceler-
ates convergence.

Table 5- evaluated the experimental results of RIW-
NBPSO on Sphere function for different iterations test-
ed on dimensions: 3, 5, and 10. The results demonstrated
that the RIW-NBPSO particles quickly converged for
1000 iterations, when the iterations are reduced to 500
the algorithm still provided a better convergence. For
200, 100 and 50 iterations algorithm performed well.

Dim 1000 500 200 100 50
3 6.82110-9  6.821*10-9 6.821*10-9 6.821*10-9  6.821*10-9
5 11369*10-8  1.136*10-8 1.136*10-8  6.93*10-6 0.010
10 1.682°10-7 6.472*10-5  0.007 0.616 8.236

Table 5 Results of Sphere function
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Table 6- showed the results on the Rosenbrock func-
tion for dimensions: 3, 5, and 10. The results demonstrat-
ed that the RIW-NBPSO particles quickly converged for
1000 iterations, when the iterations are reduced to 500
the algorithm still provided a better convergence. For 200,
100 and 50 iterations algorithm performed well.

Dim 1000 500 200 100 50
3 0.031 1.771 0.286 0392 0.070
5 1.366 3.980 2.879 3.136 3.446
10 8.724 17.422 56.395 105485  5.75*102

Table 6 Results of Rosenbrock function

Table 7- demonstrated the results on the Griewangk
function for dimensions: 3, 5, and 10. The results made it
clear that the RIW-NBPSO particles quickly converged
for 1000 iterations, when the iterations are reduced to
500 the algorithm still provided a better convergence.
For 200, 100 and 50 iterations algorithm performed well.

Dim 1000 500 200 100 50
3 2.0810-9  2.086°10-9 2.086*10-9 2.086*10-9  0.0074
5 259109 0.0075 0.0148 0.0300 0.0311
10 0.0230 0.0124 0.0160 0.1531 0.2238

Table 7 Results of Griewangk function

Table 8- presented the results on the Rastrigin func-
tion for dimensions: 3, 5, and 10. The results demonstrat-
ed that the RIW-NBPSO particles quickly converged for
1000 iterations, when the iterations are reduced to 500
the algorithm still provided a better convergence. For
200, 100 and 50 iterations algorithm performed well.

Dim 1000 500 200 100 50
3 45109°10-9 45109107  45109°10-7 45109107  45109°10-7
5 45100109 45109°10-7  45109%10-7  45109°10-7  4.5109%10-7

10 4.5109*10-9  4.5109°10-7  4.5109*10-7  4.5109*10-7  4.5109*10-7

Table 8 Results of Rastrigin function
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5. CONCLUSION

In this work, a Rank-based Self-adaptive inertia
weight scheme is introduced in NBPSO to enhance its
convergence speed. Unlike BPSO where all the particles
with distinct positions are equally considered, the
proposed RIW-NBPSO uses rank-based inertia weight
that controls the movement of particles by assigning
ranks to the particles based on their fitness value. The
experiments are performed on four benchmark test
functions to evaluate the performance of RTW-NBPSO.
The findings affirmed the improved performance of the
proposed RIW-NBPSO than the compared algorithms
in terms of convergence speed. To validate the improved
convergence speed of RIW-NBPSO, additional experi-
ments are executed on four test functions for different
iteration. The additional results demonstrated that RTW-
NBPSO performed better, not just for 1000 iterations, it
also performed better when the iterations are reduced
from 1000 to 500, 200, 100, and 50. Hence the proposed
RIW-NBPSO based on fitness rank enhances the con-
vergence speed.
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Abstract:

In this study, we have used the Standard Proton Transfer Reaction Mass Spec-
trometer (PTR-quad-MS) for online measurements of volatile organic compounds
during the three-month campaign before, during, and after the state of emergency
introduced as a preventive measure to the COVID-19 pandemic. The obtained
data were analyzed by using correlations with hierarchical clustering, box plots,
time variations, and bivariate polar plots with correlation and slope factor analysis,
to provide better insight into the behavior and sources of the analyzed pollutants.
As shown, pollutant concentrations have decreased only a week after the
introduction of the curfew, and the benzene concentration dynamic was shown
to be different compared to toluene, ethylbenzene, and xylenes behavior pattern.

Keywords:
Air Quality, BTEX, COVID-19, Lockdown, PTR-MS.

INTRODUCTION

In Spring 2020, the lockdown was implemented in many countries
worldwide to prevent person-to-person SARS-CoV-2 virus transmission.
During that period several studies have been performed in different
countries to investigate the impact of prevention measures and restrictions
on air quality.

The study of Jephcote et al. [1] registered a decline in monthly average
traffic counts by 69%, which was reflected in the decrease of ozone, NO,,
and PM, , concentrations by 7.6, 38.3, and 16.5%, respectively. However,
it has been shown that traffic had a relatively modest contribution to air
quality in the UK and meteorological conditions which were associated with
the observed episodes of high particulate levels confirmed the importance
of long-range transport and distant emission sources. The study of Mor
et al. [2] aimed at investigating the relationships between 14 pollutant
concentrations and meteorological factors during the four periods of
lockdown, each of them lasting for 20 days, has confirmed the impact
of local residential emission sources and regional atmospheric pollutant
transport on local air quality.

DOI: 10.15308/Sinteza-2021-72-76



Sari and Esen [3] used data from 61 air quality moni-
toring stations in 31 cities to investigate the impact of
restrictions on PM, and SO, levels. Their results have
shown that mean PM,  and SO, levels were decreased by
38.7% and 33.9%, and the observed effects of restrictions
of both human and industrial activities on air quality
were more pronounced than the effects of meteorological
conditions.

As regards volatile organic compounds (VOCs), the
study of Pakkattil et al. [4] examined the impact of lock-
down on ground benzene, toluene, ethylbenzene, and
xylenes (BTEX) levels in various metropolitan cities
and according to the results, an enormous decline of
82% in BTEX concentrations was registered. However,
despite the decline in BTEX levels and reduction of the
ozone-forming BTEX potential, the corresponding de-
cline in ozone concentrations was not observed. In the
study of Kerimray et al. [5], the concentrations of PM2.5,
NO2, SO2, CO, and O3 were decreased by 15 to 49%,
however, the levels of benzene and toluene were 2-3 times
higher than those registered during the previous years.

The pandemic-related measures and lockdown
represented the sort of a real-world experiment that was
used in many studies to derive important information and
confirm conclusions that could enhance environmental
policies and interventions in the future. In Serbia,
preventive measures included restricted human mobility
after 5 PM, during the weekend and on public holidays,
except for medical personnel. Both human and industrial
activities were minimized. In this study, we have inves-
tigated the impact of the most stringent introduced
measures to air quality.

2. MATERIALS AND METHODS

The measurements of VOCs and meteorological
parameters were conducted in an urban area of Belgrade,
Serbia (44.86° N, 20.39° E). The measurement period
(2" March-2" June 2020) covers two weeks before the
introduction of the lockdown introduced as a response
to the COVID-19 pandemic, nearly two months of curfew,
and almost a month after the measures were lifted.
Standard Proton Transfer Reaction Mass Spectrometer
(PTR-quad-MS, Ionicon Analytik, GmbH, Austria) was
used for online measurements of more than 230 masses
[6], [7]. Meteorological parameters were measured
using the Vaisala weather station. The calibration of
PTR-MS measurements was done according to Taipale
and coauthors [8] by using referent gases and a liquid
calibration unit (Ionicon Analytik). The obtained data
were analyzed by using correlations with hierarchical
clustering, box plots, time variations, and bivariate
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polar plots with correlation and slope factor analysis
[9]. Mobility trend reports were obtained from Google
and Apple.

3. RESULTS AND DISCUSSION

Figure 1 shows BTEX concentrations and human
activity change which were registered as a result of lock-
down and curfew implemented for public safety and
prevention of COVID-19 pandemic spread in Serbia.
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Figure 1 - BTEX concentration and human activity
time series.
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As can be seen, after the lockdown introduction,
pollutant concentrations did not appear to reflect
instant air quality change. It is worth noting that despite
the abrupt cessation of human mobility and indus-
trial activities, the beginning of the curfew period was
characterized by an increase in BTEX concentrations.
It cannot be excluded that the factors i.e., unfavorable
meteorological conditions and the nature of the emission
sources which govern the air quality in this part of the
year could be responsible for the observed BTEX dynamics.

The first significant drop in BTEX concentrations
was noticed a week later after the human mobility and
industrial activities were minimized. The registered
declines could be related to the first curfew periods
that ranged, first for 9 hours (8 p.m.-5 a.m.), then 12 (5
p-m.-5 a.m.), and finally throughout all the weekend (Sat-
urday-Monday). After several weeks of strict measures, a
certain amount of human mobility was re-introduced,
but BTEX levels continued to decline. The measurement
campaign ended before the intensity of human activities
returned to the common level.

In the period before the introduction of lockdown,
the correlation analysis shows that the compounds
registered at m/z 107 (ethylbenzene and total xylene)
were in good correlation with compounds at protonated
masses 93 (toluene) (r=0.93) and 79 (benzene) (r=0.9).
This period was characterized by a good correlation
between benzene and human activities such as spending
time in retail and recreation (r=0.83) and transit sta-
tions (r=0.82), as well as between compounds registered
at m/z 107 and activities in parks (r=0.86) (Figure 2).
Among BTEX, the linear relationship was not observed
only between benzene and toluene (r=0.73). During the
lockdown, a strong correlation was observed between
all compounds of the BTEX groups, with no significant
correlations between BTEX levels and human mobility.
After the lockdown, the relationships between all volatiles
strengthened, but the correlations with human activities
were not re-established.

Figure 3 represents the changes in mean BTEX
concentrations during and after restrictions relative to
the period before the state of emergency. As can be seen,
the decrease in BTEX levels during the lockdown was in
the range of 31 to 45%. The levels of volatiles increased
after the human mobility and industrial activities were
re-established, with exception of benzene which continued
to decline up to 71% relative to the concentrations in
the period before the pandemic. The box plot in Figure
4 also illustrates the decline in benzene concentrations
with time. As shown, in the period after the lockdown,
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the 7°" percentile of benzene concentrations was only
around 0.15 ppb. In this period, the traffic intensity
showed a stable increase, reaching the level that was only
15% lower than before the measures (Figure 1), which is
not accompanied by an increase in benzene concentrations.
This suggests that the contribution of traffic emissions to
the total benzene levels was overestimated in the previous
literature.
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Figure 2 - Parameter value correlation matrix.
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Figure 5 shows the dependence of the correlation and
slope of toluene and benzene on wind parameters. The
strong relationship between these compounds before
restrictions indicates the dominant emission sources.
The highest correlation (r=1) was recorded from all wind
directions in the speed range from 1 m s-1 in the west to 8
m s-1 in the northeast from the measurement site.

The high ratio of toluene to benzene (T/B ratio > 2)
suggests the existence of evaporative emissions (probably
from industrial activities) being located in the north,
northeast, south, and southwest.
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Figure 3 - Mean BTEX concentration difference
during and after relative to the period before the
state of emergency.

The dominance of the combustion process (T/B
ratio < 2) was observed during the state of emergency,
while after the lockdown period, the dominant evapora-
tive emissions were restored, mainly in the southwest
direction. This may indicate the reestablishment of the
industrial activities and intense evaporations supported
by higher temperatures in the period May-June.
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Figure 4 - BTEX box plots.
Sinteza 2021

submit your manuscript | sinteza.singidunum.ac.rs

The daily and weekly variations in BTEX levels are
shown in Figure 6. Daily variations (pronounced peaks
early in the morning, late afternoon, and evening) indi-
cated the expected distribution of VOC concentrations
governed by meteorological parameters, photochemical
processes, planetary boundary layer height evolution,
and human activities in all three examined periods.

In contrast to the relatively stable daily dynamics,
BTEX weekly variations changed over time. Before the
lockdown, the highest BTEX levels were registered on
Tuesday and Wednesday. During the lockdown,
concentration peaks were displaced to Friday, while after
the lockdown period, BTEX levels peaked on weekend.
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Figure 5 - Toluene and benzene correlation and
slope dependency on wind parameters.

After the restrictive measures have ended, the
pronounced BTEX peaks on weekends might be associ-
ated with travel, recreation activities, and staying out-
doors, although based on the analysis of the time series
(Figure 1), it is clear that increased human activities
after the lockdown did not induce an increase in
benzene concentrations, neither reestablishment of the
correlations between BTEX compounds and human
activity (Figure 2).
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Figure 6 - BTEX diurnal and weekday variations.

As this type of analysis cannot indicate the main
causes for the observed weekly variations in BTEX levels,
it is necessary to approach more complex and precise
analyzes.

4. CONCLUSION

While in the period before the introduction of the
state of emergency and reduced human mobility, benzene
and toluene levels exhibited no correlation, during and
after the lockdown period strong correlations were
observed between BTEX compounds, but no significant
correlations between BTEX levels and human mobility
were detected. An increase of human activities after
the lockdown did not induce an increase in benzene
concentrations, neither reestablishment of the correla-
tions between BTEX compounds and human activities.
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Abstract:

This paper presents a general framework for environmental risk assessment
for the project "Jadar" - exploitation and processing of minerals "Jadarit".
Conceptually, the paper is set up to provide insight into the applicability of
a given model of environmental risk assessment.

This model is based on a scientific and proven methodology. The paper
emphasizes the complexity of assessment and the need for a broad scientific
approach. This environmental risk assessment is based on three potential
sources of risk: mining activities, production-industrial activities and the
generation of industrial waste.

As a possibility of negative impacts on the territory of the "Jadar" project,
it is assumed that ecosystems, habitats and the environment would suffer
consequences in general. The paper is expected to stimulate discussion and
offer a proposal for solving this issue - the problem.

Keywords:
Environment, Assessment Phases, Stressor, Key points, Conceptual Model.

INTRODUCTION

The subject of this paper is the proposal of the model of environ-
mental risk assessment, as a consequence of the realization of the project
"Jadar" (hereinafter the Project).

The subject of the paper is spatially determined by the territory of
the Project realization. The timing of the subject of the work includes
the planned period from the beginning to the end of the Project imple-
mentation (at least 50 years). The Project envisages the construction of
an underground mine, with two shafts with a diameter of about eight
meters, which descend to a depth of 650 meters. The production of
lithium carbonate, boric acid and sodium sulfate is planned within the
Project. Lithium carbonate can be easily converted to lithium hydroxide
and lithium phosphate from which batteries for electric vehicles are made [1].
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The project is expected to generate revenues for the
Republic of Serbia of around 30 million per year or 300
million euros for a decade.

The aim of this paper is to assess the environmental
risk as a consequence of the future realization of the
Project on a scientifically based approach. The paper
presents a model of the environmental risk assessment,
based on a methodology that has been tested and scien-
tifically proven. Identifying and describing sources of
pollution, stressors, analyzing future effects of pollution
and assessing environmental risks are requires an inter-
disciplinary scientific approach.

Taking into account the current state of the envi-
ronment, with the growing impact of climate change,
the implementation of the Project is an activity that has
the potential for further deterioration of the ecological
condition.

Applying the given model of ecological risk assess-
ment would give precise answers about the potential of
ecological risks in the observed area.

2. TYPES SPATIAL DETERMINATION OF THE
PROJECT OF CONTENT

The Project area covers an area of 293.91 km2 and on
the territory of local self-government units: - the city of
Loznica - entire cadastral municipalities (CM): Runjani,
Lipnica, Bradi¢, Brnjac, Veliko Selo, Jarebice, Draginac,
Simino Brdo, Cikote, Surice, Stupnica, Slatina, Korenita,
Gornje Nedeljice, Donje Nedeljice, Grnéara and Sor; -
municipality of Krupanj - entire cadastral municipali-
ties (CM): Kostajnik, Dvorska, Brezovice, Krasava and

Cerova [1].
Area of the covered
Local self- part of the territory o
government unit of the local self- ’

government (km?)

City of Loznica 194,81 66,28
Municipality of
amepary o 99,10 33,72
Krupanj
Total 29391 100

Table 1: Scope and area of the Spatial Plan area
(Source: Institute of Architecture and Urbanism of Serbia)
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The spatial scope of the Project is determined by the
borders of entire cadastral municipalities and is graphi-
cally shown in Figure 1. The border represents a special
purpose area in a broader sense [1].

Figure 1 - The map of the Project area in the scale of R 1: 25.000
(Source: http//mgsi.gov.rs. [2]).

3. ECOLOGICAL RISK ASSESSMENT MODEL

It is assumed that the implementation of the Pro-
ject there is an environmental risk of excessive pollu-
tion. This can cause environmental problems and con-
sequences for the environment of this and wider area.

This pollution is determined by time. It can be con-
sidered from the beginning, during and after the realization
of the Project.

In order to successfully address these dilemmas, it
is necessary to use an adequate methodology based on
science [3]. The assessment in question would use an
environmental risk assessment model developed by the
US Environmental Protection Agency [4]. The applied
methodology of environmental risk assessment, which is
internationally validated both in theoretical and practical
terms, provides a good basis for its implementation in
this case as well.
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In that sense, the application of the given methodol-
ogy of ecological risk assessment would determine the
current ecological condition and the present risks with
the aim of reducing them in the future. In general, envi-
ronmental risk assessment can be defined in a way that
it is a process of: collecting, organizing, analyzing and
presenting scientific data in order to make decisions that
provide protection and improvement of the ecological
condition of the observed area [5]. Defined in this way,
environmental risk assessment is a unique form of as-
sessment that includes the term risk and which assumes
a cause-and-effect relationship (relationship) stressor -
response. The term ecological risk means the function
of the probability of a given source of threat - stressor,
which uses a certain potential sensitivity of an ecological
system, and the corresponding response of the same to
a given event. The term stressor refers to any physical,
chemical or biological entity that can induce a negative
reaction [6].

Environmental risk assessment of the Project im-
plementation is a process that would be carried out in
stages as follows:

¢ Assessment planning

+ Problem formulation

o establishing clear management goals and guide-
lines

o determination of stressors
o selection and definition of key assessment points
o development of a conceptual model

o development of an analysis plan

+ Implementation of the Risk Analysis phase
o evaluation of data and models for Analysis
o characterization of exposure and environmental
effects
+ Implementation of the risk characterization phase
o risk assessment
o risk description
o linking the obtained information with manage-

ment decisions

Having in mind the complexity and scope of the
model, this paper provides a general overview, with an
emphasis on defining the stages of assessment and de-
velopment the conceptual model. The conceptual model
is one of the most important elements of the overall process
and provides the basis for the whole assessment.
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3.1. ASSESSMENT PLANNING

Environmental risk assessment planning must be
separate from the scientific part of the assessment. [4]
In this particular case, this would include:

o formation of a working group (team) for assess-
ment,

o clearly defined goals and tasks of the management,

o defined management options in the context of
achieving the set goals and

o agreement on the scope, complexity and focus of
the risk assessment including the expected result
and the technical and financial assistance needed
to achieve the set goals.

One of the most important planning products would
be to establish management goals and objectives. In this
case, the main goal could be: Determining the quality of
the environment during and after the implementation
of the Project.

Some of the management objectives of a given
assessment, which more explicitly explain possible
objectives and which are grouped together in the main
objective, could be:

o Determining the current state of the environment,
including current quantities for individual
pollutants

o Determining the state of quality of environmental
elements (water, air, soil)

o Determining the state of health of plants, animals
and other organisms, excluding humans.

o Establishment/implementation of measures to
improve the state of the environment.

3.2. PROBLEM FORMULATION

Preliminary hypotheses are made here about what
environmental effects have occurred or may occur in a
given procedure [6]. This phase provides the basis for a
complete environmental risk assessment of the conse-
quences of the Project implementation.

From the collected (available) information, the following
products would be prepared: defined stressors and key
assessment points; conceptual model (s) developed, risk
hypotheses defined and risk analysis plan defined.

Stressors should be ranked according to the potential
risk for all living space resources of the Project implemen-
tation and beyond.
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This would be done on the basis of professional
assessment by the working group. The results of the com-
parative analysis could first rank the pollutants, in order
to verify the assumption that they are the biggest stressors for
the environment of the subject area. It would be necessary
to examine each stressor separately, in order to study the
intensity of their impact on the environment and to
determine their current state and possible increase during
the implementation of the Project.

Potential stressors could be:

o physical pollutants,

o chemical pollutants,
o pollutants in the air,
o pollutants in the soil,

o pollutants in water.

The key points of the assessment are an expression
of the current values of the environment we want to
preserve [6]. The key points of this assessment should
be: environmentally relevant, that they are related to
existing stressors and that they are related to previously
adopted management objectives [4].

Potential key assessment points could be:

o health of plants, animals and other organisms,
o contamination of the space,

o % representations of diseases of organisms,

o distribution and number of organisms,

o quality of groundwater and running water and
soil and

o food quality in the food chain.

According to the definition, “conceptual models are
mathematical models that are composed of a small number
of simple elements, and each element simulates a specific
phase of the process” [5]. The conceptual model in the
present case would belong to the group of complex models
and could be given in the form of diagrams (Figure 2).
This presentation provides a description and visual pres-
entation of the predicted relationships between environ-
mental entities (selected key assessment points) and the
stressors to which they may be exposed. All pathways
in the diagram are also risk hypotheses, because they
concern certain information related to this assessment.
The complexity of this conceptual model-data diagram is
conditioned by the complexity of the problem: the number
of stressors, the number of key points, the nature of the
effects and the characteristics of the ecosystem. In the case
of this assessment, it can be argued with certainty that the
conceptual model would be very complex.
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Risk hypotheses are proposed answers to risk assessor
questions about what key point reactions will show
when exposed to stressors and how that exposure will
occur. Risk hypotheses are specific assumptions about
the potential risk of key points. In the conceptual model,
risk hypotheses represent connections and can also be
used to ask questions important for research in order to
assess the logical and empirical consequences, in order
to create a basis for risk assessment.

Regarding the establishment of risk hypotheses, in
this case they could be initiated: protection of ecological
values, the impact of stressors on organisms or caused
ecological effects (disease of organisms, pollution and
loss of habitats, etc.). Thus, some of the hypotheses could
be: that excessive pollution of the elements of the envi-
ronment causes a decrease in the number of organisms.

To define and develop an analysis plan, it would be
necessary to once again consider the set the risk hypotheses
in order to determine the method of assessment, using
available and newly arrived data. It would be the obliga-
tion of the working group to make a comparative, ie.
comparative risk analysis, to help define which stressors
and key assessment points should be examined.

3.3. IMPLEMENTATION PHASE OF THE RISK ANALYSIS

Risk analysis is a strategic phase in environmental risk
assessment [6]. In a given case, this phase would be the
most extensive and demanding of all assessment phases,
both in quantitative and qualitative terms. The analysis
would examine the two basic components of risk, exposure
and effects, and their interrelationship [5]. Before proceed-
ing with the realization of exposure characterization and
characterization of ecological effects, it would be neces-
sary to evaluate the available data and the defined analysis
model. This model would include an assessment of pos-
sible uncertainties that accompany this phase. This would
include an assessment of the possibilities and limitations
of the different data types, an assessment of the modeling
study, as well as an assessment of the overall uncertainty
regarding the quality of the data and the set model.

After conducting assessments on available data and
the projected modeling study, as well as possible uncer-
tainties and shortcomings in the assessment process so far,
the characterization of exposure and the characterization
of effects would be approached as the next phases of the
analysis.
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Figure 2 — Conceptual model diagram

Exposure characterization would rely on the set
model of analysis. Depending on the type (character)
of the assessment, adequate models are also applied
(models that are universal or special models are made)
[4]. In this assessment, the process would be based on
exposure analysis and a description of the degree and
pattern of contact or the simultaneous occurrence of de-
fined stressors and receptors. The final product of this
phase would be the so-called exposure profile [3].

Characterization of ecological effects as the next
phase of analysis would include the work of an assessor
who analyzes-describes the effects of the environmen-
tal response and links them to selected key assessment
points. In general, characterization would begin with
an assessment of data on the effects caused by a given
stressor / stressors, and would continue with an analy-
sis of the ecological response, which would assess how
the extent of the effects changes with varying levels of
the stressors. By this procedure, the evaluator (s) would
prove that the stressors caused a certain effect, which
connects the effects with the key points of the assess-
ment and the defined the conceptual model. The con-
clusions would be summarized in a stressor-response
profile [6].
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3.4. IMPLEMENTATION OF THE RISK CHARACTERIZATION
PHASE

The final phase of environmental risk assessment is
risk characterization. It represents the culmination of
planning, problem formulation, and analysis of predict-
ed and observed adverse environmental effects related to
defined key points [4].

The aim of the risk assessor in this case would be to
gain full insight into the relationships between defined
stressors, effects and key assessment points and to draw
conclusions regarding exposure and damage caused by
existing or projected environmental effects (environ-
mental risk). The results of the analysis phase would be
used by the assessors to develop a risk assessment of the
ecological entities, primarily including the key points
identified in the problem formulation. A risk description
would also be given in the context of the importance
of any adverse effect, as well as evidence supporting its
likelihood. Finally, it would be the responsibility of the
assessor to identify and summarize the uncertainties and
assumptions in the risk assessment, and to report to the
risk managers on the conclusions of the assessment.
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The conclusions presented in the characterization of
the risks from the consequences of the Project imple-
mentation should provide clear information to the risk
managers in order to make the right decision related to
the given problem. If the risks are not sufficiently de-
fined and clear to make a management decision, then
risk managers may decide to repeat one or more phases
of the assessment. Reassessing the conceptual model
(and related risk hypotheses) or conducting additional
studies may improve risk assessment [6].

4. CONCLUSION

The application of the given methodology of envi-
ronmental risk assessment would respond in clarifying
the potential risks caused by the implementation of the
Project. The methodology is clear and validated on many
other similar examples, but its success and validation re-
quire both consistent application and good knowledge.

Therefore, in this case it would be necessary to ap-
ply environmental risk assessment using the established
methodology with previously well prepared preparation
of the selected management, with a quality selection of
experts - assessors and with the adequate economic sup-
port of the client.

It is believed that an environmental risk assessment
conducted in this way would be the initiator of solving
many non-environmental problems that are present in
the narrower and wider larger urban and industrial are-
as. This primarily refers to the development of economic
(tourist, agricultural, economic), political and other po-
tentials, but also to the development of society's attitude
towards environmental protection. The obtained evalu-
ation results would also be valuable data for monitoring
and improving the situation, but also a good basis for
further research and re-evaluation.

Given the complexity of the subject matter, and in
order to better understand the research problem, this
paper gives only a general approach, so that the chap-
ters that make up the structure of the work (assessment
methodologies) are treated in abbreviated form. The
concretization of the paper would be checked and ap-
plied on a much broader theoretical-methodological
basis.
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ENVIRONMENTAL DATA COLLECTION AND CLASSIFICATION IN
CROWD-FUNDING PLATFORMS - EVIDENCE FROM KICKSTARTER

Abstract:

Mass use of social networks and the increasing availability of internet technologies
creates a series of possibilities for raising funds for entrepreneurs. Crowdfunding
is one such option, in which individuals (project creators) can share their ideas
Institute of Economic Sciences, with the general public (crowd) via the dedicated Internet platforms, resulting in
Belgrade, Serbia getting project supporters (backers). The relevance of crowdfunding platforms
is thoroughly described in the contemporary academic literature. Furthermore,
crowdfunding has the potential to contribute significantly to the financing of
environmental ideas and projects, hence accelerating sustainability.

Isidora Ljumovic*

The purpose of this paper is to highlight some of the techniques that can be used
in the analysis of data collected from CF platforms, as well as to provide an insight
into tests for differences between characteristics of the project with environmental
concepts. The study uses a sample of 121,437 projects from the Kickstarter
platform between 2011 and 2019. A t-test was employed to determine whether
the differences among environmental and non-environmental campaigns. The
results show that environmental campaigns are more successful, have a higher
goal, attract more funds and investors, while the Kickstarter team favourites
them. Analysis showed that quantitative field studies and big data analysis can
offer a deeper analysis of the main characteristics of crowdfunding campaigns.

Keywords:
Crowdfunding, Kickstarter, sustainable, bigdata.

INTRODUCTION

A series of techniques (e.g., big data, data mining, deep learning,
artificial intelligence, and so on) have become the driving force of enter-
prise transformation in the mobile internet and social Web era [1], while
crowdfunding has become an increasingly important channel for entre-
preneurs to raise funds for their start-up projects [2]. Mobile phones,
Internet technologies, and social networking sites have all seen rapid
growth and use in the last decade.

Correspondence: Many financial advances, including crowdsourcing, have been enabled
Isidora Ljumovi¢ by technological advancements such as the growth of internet platforms

and the rising number of social networks (CF). Although it is a matter
e-mail: of raising a relatively small amount of money, it is possible to acquire

isidora.ljumovic@ien.bg.ac.rs significant funds [3], in a short amount of time.
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The three basic elements of CF are dedicated Internet
platforms where individuals (project creators) can share
their ideas with the wider public (crowd) and get pro-
ject supporters (backers). Initial forms of CF involved
donations or individuals who support projects (back-
ers) and received rewards (perks) in exchange for their
support. However, more recent modifications include
receiving shares of the venture or interest from the loan
[4]. Many crowdfunding websites have appeared in the
previous ten years. Today’s, most popular are Kick-
starter, Indiegogo, Patreon, GoFundME, Crowdcube
and others. They gather millions of ideas and numerous
potential investors. In addition to CF, the range of alter-
native products scopes from, financing based on future
income, online loans, peer to peer loans, cryptocurren-
cies (Bitcoin, Ethereum, XRP, Tether and others) [5-6].

Having in mind that researchers can acquire a large
quantity of data from CF platforms, several method-
ologies for their analysis emerged. Detailed typology of
methodological approaches used in research on CF is
best explained in [4].

Almost all CF platforms enable browsing options for
all campaigns: up-to-date, achieved and active, success-
ful and failed. Search tools and the growing number of
CF users enables a considerable amount of data suit-
able for the analysis of different project characteristics.
Researchers have two options for data collection: to use
search algorithms or more recently to employ scraper
robots that crawl CF websites and collect data on cam-
paigns. The amount of data collected can be more than
a half-million per one CF platform, depending on its
size. To illustrate, according to the statistic from the of-
ficial Kickstarter webpage up to June 2021 only on Kick-
starter, 525,851 campaigns are launched. The range of
data available for collection, defers a lot, depending on
the CF platform and the campaign itself. For example,
the parameters related to the campaign can include the
goal of the campaign as a desired amount of funds, the
percentage of goal fulfilment, the amount of pledged
money, the duration of the campaign, the number of
investors. Factors related to the platform include special
features, such as whether the staff of the platform marks
the campaign as a favourite or socially responsible.
There are also campaign creator parameters the num-
ber of friends on social networks, the number of updates
and comments, the number and quality of posted im-
ages and videos related to the campaign.

The retrieved data from such platforms researchers
can, among others, enable employing tools for big data
analysis. Nevertheless, although this is an extremely
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convenient way to collect data, it requires cleaning, for
instance eliminating ongoing campaigns, or campaigns
with too low or too high set goals.

This research aimed at pointing out to the techniques
that can be applied in the analysis of data collected from
CF platforms. As many studies have shown, CF has a lot
of potential for contributing to environmental concepts
[7] and there are big expectations for crowdfunding to
accelerate sustainability [8]. Having this in mind, we
classified projects with environmental characteristics
and tested for differences among characteristics of the
project with environmental concepts.

2. MATERIALS AND METHODS

For the purpose of this study, we used data on Kick-
starter campaigns from the “Kaggle.com” open-source
repository. The initial full dataset from the repository
contained data on 430,938 Kickstarter campaigns in the
period 2009-2019. The dataset provides essential infor-
mation on crowdfunding campaigns (title of the cam-
paign, project goal, funding goal as the amount of mon-
ey a creator needs to complete the project, blurb as short
description displayed under the name of the project and
on the browse part of the platform page, pledged funds,
as the amount of money the project raised, backers, as
the number of people that have supported/invested in
the project, state of the project as successful, failed, can-
celled, live or suspended, country and city of origin of
the campaign creator, currency, category and similar).

We applied filters to the initial dataset, before run-
ning statistical tests. Data is typically collected (crawled)
in multiple iterations, with certain campaigns appear-
ing more than once, or the program itself can enter the
same campaign in the database multiple times. As we
downloaded the dataset from the kaggle.com open re-
pository, we do not know how the data was collected.
Accordingly, we had to check for the double entries and
eliminate them. We have performed full-data matching
to confirm that entries are completely identical. If we
identified such data, we eliminated them from the sam-
ple, hence such could not have contributed additionally
to this research. Parallel to this we, excluded projects
with a status of unknown outcomes as in [9]. We la-
belled these projects as cancelled or suspended. Next, we
eliminated campaigns from 2011 to 2019, as there was a
small number of projects. Finally, in line with [9-12], we
excluded projects with too small or too big goals (with
a value below $5,000 and over $500,000). This led to a
final dataset of 121,437 project campaigns.
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We wanted to test whether environmental cam-
paigns have distinguished characteristics from other
projects. Therefore, we formulated our main research
hypothesis based on the fact that significant difference
between the environmental and non-environmental
campaigns exist.

In line with this, we had to identify campaigns that
have environmental elements. There are few approaches
to differentiate environmental projects. The simplest one
is to use categories in case the platform enabled this op-
tion. Essentially, the CF platform divides projects into
categories, with the environment being one of them (as
used in [13]). Only a few platforms, however, have in-
tegrated environmental features in their classification.
Text analysis is the next approach, which aims to find
predefined words [10, 14-15]. This approach is simple
to use and employable with large datasets. However, it
potentially introduces a bias in the classification because
it uses a dictionary of keywords arbitrarily defined by
the authors [12]. Frequently, individual words can have
multiple meanings. The term “green” is an example of
a keyword used to classify environmental projects. In-

stead, project creators can use the word green to allude
to a characteristic of the campaign, referring to the col-
our. Certain authors use machine-learning algorithms
to define automatically the dictionary of keywords used
to discriminate between green and non-green cam-
paigns [12, 16]. In this paper, we used text analysis to
define projects with environmental characteristics. This
way we got 2,698 campaigns in the related sample, that
have environmental elements, approximately 2.2% of
the total sample.

In Table 1, we have reported the descriptive statistic
of the related sample used in this study. The percentage
of successful projects is in line with the general statistic
retrieved from Kickstarter. According to the statistic
from the official Kickstarter webpage, up to June 2021,
38.82% of campaigns have successfully been financed,
whereas in our sample the number of successful cam-
paigns is less than one per cent higher. The average
number of backers/investors in the campaign is 213.41.
Only 166 projects have attracted more than 10,000 in-
vestors, even though the number of backers for one pro-
ject can reach 87,143.

Characteristic Total Sample Min Max
No. of projects 121,437 / /
Environmental projects (%) 2,698 (2.2) / /
Successful projects (%) 48,186 (39.7) / /
Average no of backers mean (median) 213.41 (24.00) 0 87,143
Average funding goals (in 000) mean (median) 27.76 (12,000) $5,000 $500,000
The average amount of pledged (in 000) mean (median) 19.65 (2,034.00) $0 $13,285,226
Duration of the campaign mean (median) 34.32 (30.00 1 day 90 days
Staff Pick (%) 17,707 (14.6) 0 1
Spotlight (%) 48,186 (39.7) 0 1

Table 1 - Descriptive statistic of the related sample

The average amount of funds set as a goal ($27,757.83)
is much higher than the quantity of money pledged
($19,646.56). Because we limited our sample, the fund-
ing goal ranges from $5,000 to $500,000. On the other
hand, the amount of pledged funds varies from 0 (for the
projects that have not collected any amount of money) up
to $13,285,226. However, only three projects in the sam-
ple have pledged more than $10 million, and 206 projects
more than $million.

The duration of the campaign is limited by the plat-
form and can be from 1 to 90 days. In our sample, the
average duration of the campaign is 34.32 days.
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Over 14% or 17,707 campaigns were designated by
Kickstarter team members as a “favourite” while they
were active, measured by the indicator staff pick.
Accordingly, 48,186 campaigns are marked as spotlighted
allowing creators to make a home for their project on
Kickstarter after they have been successfully funded.
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3. RESULTS AND DISCUSSION

To test the differences among characteristics of the
environmental and non-environmental campaigns, we
used a t-test as an inferential statistic used to determine
if there is a significant difference between the means of
two groups (environmental and non-environmental
campaigns), which may be related in certain features.
We used the same variable as defined in the descrip-
tive statistic, with a modification related to the values
of goal and pledged funds. Due to the high skewness of
the distribution data related to these values, we used the
logarithm of the goal and pledged funds.

The t-test statistic shows a statistically significant
difference among four major variables: the success of
the project, average funding goal, average amount of
pledged and staff pick.

Environmental campaigns are on average more suc-
cessful than non-environment (0.414 against 0.396,
p-value < 0.01). Campaign success depends on several
factors, among which the most important are a well-
presented and media-placed idea, the choice of plat-
form on which it is presented, the ways and forms in
which funds are raised for invested financial resources.
Numerous studies point to the most important deter-
minant of environmental campaign success. Campaign
goal, length of the funding period, staft-pick, quality and
complexity of the project, number of social contact and
friends, comments, updates and similar factors stand
out [10-12, 17-22].

In addition, creators of environmental campaign set
higher goals (4.261 against 4.187, p-value < 0.01), and
attract more pledged money (3.270 compared to 3.188,
p-value < 0.01).

Finally, they are more often chosen as a staft pick
(0.17 opposite to 0.15, p-value < 0.01), meaning that the
Kickstarter team tagged it as a “favourite” while it was
active.

Other variables included in the analysis are not sta-
tistically significant, but all point to higher values for the
environmental campaigns. The average number of back-
ers is slightly higher than in the non-environmental cam-
paigns. We may argue that if the amounts pledged are
higher, the number of backers would also be higher. On
the other hand, we can also stipulate, that investors prefer
campaigns with environmental elements, and thus these
campaigns receive more attention and support.
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Characteristic Total Sample Environmental
Sample
Oriented
- towards
Characteristic Sample the circular
economy
No. of projects 118,739 2,698
Successful 0.396*** 0.414%%%
projects (%) (0.489) (0.492)
Average no of 213.384 214.397
backers (1220.883) (833.942)
Average funding 4,187 4.2617%
goals (log) (0.418) (0.439)
The average amount 3.188*** 3.270%+*
of pledged (log) (1.319) (1.296)
Duration of the 34.32 34.30
campaign (10.915) (10.391)
0.15%** 0.17%%*
Staff Pick (%)
(0.352) (0.379)
. 0.40 0.41
Spotlight (%)
(0.489) (0.493)

Table 2 - Comparison between two samples
Standard errors are in parentheses
*** Significance level: 0.01.

Our findings, which are based on the simple t-sta-
tistics are consistent with most of the mainstream lit-
erature. CF are a tool to foster [23] and accelerate sus-
tainability [8], both for environmental and sustainable
entrepreneurship [24]. They might be considered as
an example of a business model that can help develop
and scale up sustainable innovations by bringing to-
gether like-minded individuals, firms, and investors.
Also, crowdfunding can be a very useful tool to achieve
growth based on sustainability [25], as witnessed in
Spain. Projects with environmental characteristics have
higher survival rates and suggest the creation of healthy
sustainability ventures through crowdfunding [26],
especially for a project with general goods as the main
component. Clearly, cleantech projects are an excellent
example, as they deliver more than a product and ac-
celerate the transition to a low-carbon economy [26].

To sum- up, quantitative field studies and big data
analysis can offer a deeper analysis of the main char-
acteristics of crowdfunding campaigns. In parallel, the
application of classification techniques allows detailed
insight into certain campaign types or phenomena,
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such as the environmental component or the study of
changes in the behaviour of creators and backers during
a corona virus pandemic.

4. CONCLUSION

In this paper, we have investigated two issues. The
first issue is related to the overview of different tech-
niques that can be applied in the analysis of data from
CF platforms, especially bearing in mind that big data
can be collected from CF platforms. In addition, we
wanted to present one of the methods to test the data.
We have opted to test for differences among character-
istics of the project with environmental concepts.

In the analysis, we used open-source data from Kag-
gle.com. Although previous studies also used the same
set as we did, we do not have a firm knowledge that
the data set is accurate. Therefore, we had to spend a
lot of time cleaning up the data. This deficiency can be
overcome by using custom search algorithms or scraper
robots which crawls CF platforms and collect data on
campaigns.

Using the data from Kickstarter, first, we classified cam-
paigns to environmental and non-environmental using the
technique of text analysis. As this method has significant
drawbacks, future directions of development should in-
clude a more complex and accurate machine-learning al-
gorithm that enables more reliable classification.

Next, we used simple t-statistic to the differences be-
tween the chosen groups. In general, we found evidence
that environmental campaigns are more successful, have
a higher goal and attract more funds and investors, sup-
porting our main research hypothesis. They could be,
also, considered more tailored to the Kickstarter team
taste. Analysis of the characteristics of environmental
projects can point to the direction for improving future
campaigns in this area and may help potential crowd-
funding users to design successful campaigns

This paper has several limitations. The sample used
is restricted to only one CF platform, Kickstarter. New
technologies enable the processing of a significantly
larger amount of data, so future research directions will
strive to include as many similar CF platforms as possible.
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Abstract:

In this study, the impact of meteorological factors on PM10 concentrations in
the Belgrade urban area was investigated by using eXtreme Gradient Boosting
(XGBoost) and SHapley Additive exPlanations (SHAP) attribution methods. As
shown, XGBoost provided reliable PM10 predictions with relative errors in the
range from approx. 19% to 26% and correlation coefficients higher than 0.95.
The change in emission source intensity, momentum flux intensity, lifted index,
humidity, and temperature, as well as concentrations of benzene, NO, NO_and
SO, were the most important variables that described the PM concentration
dynamics in Belgrade urban area.

Keywords:
Particulate Matter, Meteorological Factors, Machine Learning, Explainable
Artificial Intelligence.

INTRODUCTION

Suspended particulate matter refers to a complex mixture of com-
pounds in a solid and liquid state, of organic and inorganic origin. De-
pending on the size, they are characterized as small/fine or PM, , (with
a diameter of up to 2.5 um) and large/coarse fraction or PM,  (with a
diameter of 2.5 pm to 10 pum). In the short run, the consequences of expo-
sure to high concentrations of PM are irregular heartbeat and bronchial
asthma exacerbation. In the long run, the adverse health effects include
reduced lung capacity, increased risk of malignant diseases, increased
susceptibility to systemic inflammation, as well as diabetes and its com-
plications, exacerbation of chronical conditions, higher susceptibility to
infectious viral or bacterial diseases, and increased risk of atherosclerosis
and its consequences, heart attack and stroke. In addition to the impact
on human health, PM has effects on the environment and other living
beings. For instance, it has been widely recognized that PM contributes
to the formation of acid rain, which changes the acidity of freshwater systems,
reduces soil fertility, damages plant species and agricultural crops, threatens
biodiversity and endangers world cultural heritage.

DOI: 10.15308/Sinteza-2021-89-93




In this study, we used regression analysis by means
of machine learning eXtreme Gradient Boosting method
(XGBoost) for estimating the relationships between
PM  concentrations and a number of environmental
parameters in Belgrade, Serbia [1]. The influence of
meteorological factors on PM, concentrations in the
Belgrade urban area was investigated and explained by
using SHapley Additive exPlanations (SHAP) attribu-
tion method [2]. The provided methodology has already
been approved in several case studies [3], [4], [5].

2. MATERIALS AND METHODS

The ground-based data, including benzene, inor-
ganic gaseous pollutants (SO,, NO, NO,, NO ), were
provided by the Institute of Public Health Belgrade,
Serbia. Meteorological data were provided by the Global
Data Assimilation System (GDAS1).

The relationships between PM j and other environ-
mental parameters were obtained by XGBoost. XGBoost
is an ensemble method of supervised machine learning
based on a sequential tree growing algorithm. Each deci-
sion tree aims to complement all the others and correct
for residuals in the predictions made by the previous
trees by iteratively reweighing the training data to improve
regression performance. XGBoost uses a gradient
descent algorithm to minimize loss when adding new
models. The method includes many optimizations and
enhancements. The dataset was split into training (80%)
and validation (20%) sets. Hyperparameter tuning was
implemented using a brute-force grid search and 10-fold
stratified cross-validation. The best performing hyperpa-
rameter values were used for the final model.

SHapley Additive exPlanations (SHAP) is a method
based on Shapley values, calculated as a measure of
feature importance using a game-theory approach that
provide an impact of features on individual predictions.
SHAP values represent the only possible locally accurate
and globally consistent feature attribution method.

In this paper, XGBoost and SHAP method imple-
mentations within the Python software environment
were used.

3. RESULTS AND DISCUSSION

XGBoost provided reliable PM10 predictions with
relative errors in the range from approx. 19% to 26%
and correlation coefficients higher than 0.95 (Figure 1).
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The best performing model with the lowest relative error
and the highest correlation coefficient was obtained for
the monitoring station of rural/industrial type located
in Ovca.

&
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Figure 1 - XGBoost model evaluation.

On the other hand, the highest difference between
modeled and measured values were detected at urban-
type monitoring stations Novi Beograd and the Institute
of Public Health Belgrade, both of which are exposed to
traffic emissions. The modeling results were not satisfying
for rural/industrial monitoring station located in Veliki
Crljeni (relative error>30%, correlation coefficient<0.8),
which implies that the PM10 level dynamic was mostly
governed by variables other than available pollutant con-
centrations and meteorological parameters.

PM,  concentrations in Belgrade were predominantly
determined by a variable that is defined as a trend of
changing the intensity of emission sources (Figure 2).
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Figure 2 - Feature importance.

This variable appears to be the most important at
three monitoring locations (Institute of Public Health
Belgrade, Obrenovac, and Usce), while at the stations
New Belgrade and Ov¢a it was among the first three
most significant.
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Meteorological parameters including momentum
flux intensity - Mofi, standard lifted index - Lisd, volu-
metric soil moisture content — Solm, and temperature,
as well as pollutants such as benzene, NO, NO , and SO,
were among the five most important variables that
described the dynamics of suspended particulate matter
in the territory of Belgrade area.

3.1. VOLUMETRIC SOIL MOISTURE CONTENT

In urban areas, suspended particulate matter, benzene,
nitrogen oxides and SO, originate from common
anthropogenic sources that include emissions from traffic
and industrial activities, as well as the combustion of
fossil fuels in thermal power plants, heating plants, and
households. After the emission, the pollutants are subject
to a variety of physical, chemical, and photochemical
reactions. Suspended particulate matter, benzene, nitrogen
oxides, and SO, participate in the formation of secondary
atmospheric aerosols. A number of processes take place
on the surface of suspended particulate matter, including
gas-particles conversion, adsorption, desorption,
absorption and gas dissolution, condensation of volatile
compounds, as well as nucleation and coagulation.
Under conditions of increased humidity in the presence
of soot and inorganic oxides as catalysts (for example
MgO, or Fe 0,), SO, will be adsorbed on the surface
of suspended particulate matter to form a secondary
sulfate aerosol. On the other hand, nitrogen oxides are
less soluble in water compared to SO,, so they will be
less adsorbed on the surface of the particles (Figure 3).
Nevertheless, in the conditions of high temperatures
and intense solar activity, nitrogen oxides and volatile
organic compounds such as benzene will rather partici-
pate in photochemical reactions with hydroxy, peroxy,
and organic radicals in the air in which tropospheric
ozone is formed.

Relative SHAP [%]
3 [
o

0.05 0.1 0.15 0.2 0.25
Volumetric soil moisture content

Figure 3 - PM,  SHAP dependency on volumetric soil
moisture content and SO..
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3.2. STANDARD LIFTED INDEX

The lifted index indicates the degree of atmospheric
stability. The temperature in the atmosphere decreases
with an increase in altitude, and the air that rises from
the surface of the ground cools. However, when a tem-
perature inversion occurs, air that rises to higher
altitudes is warmer than the one near the ground level,
which can lead to atmospheric instability. At all meas-
uring points included in the analysis, there was a
significant influence of maximum positive values of this
parameter on PM, / concentrations (on average about
8 pg m~), which indicates that the dynamics and trans-
formations of PM, A depended on atmospheric stability,
Figure 4.

SHAP [ug m?]

Relative SHAP [%]

270 280 290 300
Standard lifted index

Figure 4 - PM,  SHAP dependency on standard lifted
index and NO .

3.3. MOMENTUM FLUX INTENSITY

For the forecast and assessment of meteorological
conditions, the momentum flux intensity is usually
observed together with the wind speed. This parameter
provides information important for understanding airflow
in the vertical structure of the atmosphere. It can also be
used to assess the stability of air mass flows in the plan-
etary boundary layer and the occurrence of turbulent
transmissions and vortices. Under stable meteorological
conditions, the values of this parameter do not change
significantly from the surface to the higher layers of the
atmosphere and usually have lower values compared to
the values measured in the case of turbulent movements.
High SHAP values corresponding to increasing concen-
trations of suspended particulate matter up to several
tens of ug m* at lower values of momentum flux inten-
sity (<0.2) indicate a significant influence of vertical move-
ments on the dynamics of PM, and other pollutants
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(NO) when they are present in high concentrations in
the air (Figure 5). At all monitoring locations, a significant
impact of this parameter is recorded at its lower values,
which indicates that the stated relationships between
pollutants are observed in conditions of stable mete-
orological conditions.

NO

SHAP [ug m~]

Relative SHAP [%6]

0.2 0.4 06 0.8 1 1.2 14
Momentum flux intensity

Figure 5 - PM, ) SHAP dependency on momentum
flux intensity and NO.

3.4. TEMPERATURES

The intensive combustion of fossil fuels for heating
at temperatures below zero contributes to an increase in
PM,  concentrations by an average of 10 ug m™ (Figure 6).
In the case of using fuels with high sulfur content, this
increase can be as high as 20 ug m=. From only a few
degrees above zero to about 25 °C, the effect of temperature
on the suspended particulate matter is negligible, while
during warmer weather, at temperatures above 25 °C,
the resuspension of particles contributes to an increase
in concentrations of about 4 pig m~ on average.
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Figure 6 - PM, SHAP dependency on
temperature and SO,.
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3.5. ATMOSPHERIC PRESSURE

The effect of pressure on the concentrations of
suspended particulate matter is relatively small and
constant (Figure 7). Somewhat stronger impact on their
level dynamics is recorded in the urban atmosphere being
characterized by the presence of NO, higher concentra-
tions. Low-pressure conditions can contribute to a
reduction in PM concentrations of up to 3 pg m™.

Relative SHAP [%]  SHAP [ug m?]

970 980 990 1000 1010 1020
Atmospheric pressure [mbar]

Figure 7 - PM,  SHAP dependency on atmospheric
pressure and NO,.

4. CONCLUSION

Based on the analysis of the dependence of suspended
particulate matter concentrations on environmental
factors (concentrations of SO,, NO, NO,, NO,, and
benzene, modeled meteorological parameters - GDAS
base, trend, daily and weekend variations), the change
in emission source intensity is singled out as a variable
that dominantly determines the dynamics of PM
concentration in Belgrade. This variable stands out as
the most important one in three measuring points -
Institute of Public Health Belgrade, Obrenovac, and Usce.
Also, meteorological parameters including momentum
flux intensity, lifted index, humidity, and temperature, as
well as concentrations of benzene, NO, NO , and SO, were
among the five most important variables that described the
PM concentration dynamics in Belgrade urban area.
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Abstract:

In this study, we have determined PM (particulate matter) emission sources and
some of the criteria air pollutant transport contribution at various locations in
the Belgrade area by applying advanced receptor-oriented models, as well as the
pre-processing of concentrations and air back trajectories. As shown, the moni-
toring locations were most directly exposed to PM emissions from the nearest
surrounding. Further, the background levels and air pollution transport mostly
contributed to the observed SO, (70%) and NO, levels (45%).

Keywords:
Particulate Matter, Air Pollution Transport, Receptor Oriented Models.

INTRODUCTION

Low air quality represents a particular problem in urban areas due
to overpopulation, a large number of emission sources, and topographic
features which prevent the dispersion of pollution. The cities, in which
around 85% of global economic activity takes place, currently contain
55% of the world's population, and it is expected that two-thirds of the
world's population will live in metropolitan areas by 2050. The World
Health Organization estimates that the highest number of deaths related
to atmospheric pollution was registered as a consequence of ischemic
cardiovascular diseases, heart attacks and strokes (80%), and chronic
obstructive pulmonary disease (11%), while a significantly lower number
of deaths occurred as a consequence of lung cancer (6%) and acute
inflammation of the lower respiratory tract in children (3%). The health
effects of air pollutants vary depending on the type of pollutant, i.e., size
and composition of suspended particles, the concentration of species,
and the length of exposure.
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The concentrations of pollutants in the air on the
territory of Belgrade area are a consequence of intensive
emissions mainly from local anthropogenic sources,
which can be related to the increase in population, in
the number of motor vehicles, inadequate investment
in the energy sector, and outdated technologies in the
economic sector.

In terms of sources of pollutant emissions in the city,
the following can be emphasized as significant: fossil fuel
burning for energy production (heating plants, thermal
power plants, boiler rooms, individual furnaces, i.e.,
around 300,000 individual chimneys), some industrial
facilities, traffic, as well as small and medium production
processes.

On the other hand, air circulation in complex topo-
graphic and meteorological conditions of the urban en-
vironment potentially leads to long retention or accu-
mulation of pollution in certain locations, which further
causes large differences in the exposure of the population
in spatially close locations.

The aim of this paper is to determine emission sources
of suspended particulate matter at various locations in
Belgrade area by applying advanced receptor-oriented
models, as well as the pre-processing of concentrations
and air back trajectories.

2. MATERIALS AND METHODS

The analysis of regional transport and the assess-
ment of pollutant emission sources was conducted by
using receptor-oriented models developed within the
project "Mapping of sources of toxic, mutagenic, and
carcinogenic volatile organic compounds in the city of
Belgrade", funded by the Green Fund of the Ministry of
Environmental Protection of Serbia. The description of
the methods can be found elsewhere [1].

The analysis of the contribution of regional transport
was done by using the method of concentration weight-
ed boundary layer - CWBL [2]. The method provides
data on the three-dimensional distribution of pollutants
based on the measured concentrations at the receptor
site (measurement site), the air mass transport path
and the height of the planetary boundary layer along
the transport path. Based on [3], [4], [5], [6], [7], and
[8], using CWBL, it is possible to estimate the regional
transport of pollutants within the planetary boundary
layer by determining concentrations at higher altitudes
above the Earth's surface. The description of the method
is presented elsewhere [2].
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3. RESULTS AND DISCUSSION

Within the analysis of air quality, it is crucial to
separate the different contributions to the total measured
concentrations at the selected monitoring site. One way
to do it is to distinguish between the contribution of
emissions from local sources in the immediate vicinity
of the measuring location, the contribution of regional
and long-range transport, and the share of air pollution
background. As can be seen in the time series of PM
and SO, concentrations (Figure 1), narrow and high
peaks are superimposed on a wider and much lower base
level. The peaks probably originate from the local emis-
sion in the immediate vicinity of the measuring point,
whereas the baseline level can be assumed to originate
from the transported air pollution and the background.

— Total pollutant concentrations
PM,, — Regional transpord and urban background

150
100
50 !
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Jan 2017 Jul 2017 Jan 2018 Jul 2018 Jan 2019 Jul 2019 Jan 2020

100

so,

Figure 1 - An example of separating the contribution
of emissions from local sources from regional transport
and the background of the urban environment at the
measuring point of the City Institute for Public Health
Belgrade in the period from 2017 to 2019

The example shown in Figure 1 shows a different
structure of PM,  and SO, concentration time series.
Unlike PM , SO, concentrations are characterized by
the less frequent occurrence of narrow peaks superim-
posed at the baseline level. This can be an indicator of
the high contribution of background and/or regional
transport to the total concentrations in the urban
environment. The most important sources of SO, in
urban areas are related to the combustion of fossil fuels
for heating purposes. The position of stationary, point
sources (chimneys) that are more distant and mostly
distributed in a wider area without a direct impact on
the monitoring station leads to the less pronounced
pollutant concentration dynamics. In addition to the
specificity of the emission sources, the position of the
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monitoring station at the Institute for Public Health
Belgrade in the canyon type street can also be the cause
of high levels of urban background due to the retention
and accumulation of air pollution.

The share of regional transport and background
averaged at all monitoring locations of automatic moni-
toring (Figure 2) is the highest in the case of SO, when
compared to all other analyzed pollutants (70%). The
estimated contribution of regional transport and the
background to the measured concentrations of suspended
particles and nitrogen oxides is moderate and ranges
from 45% to 55%. In the case of suspended particles,
the existence of frequent short-term peaks in the time
series (Figure 1) is an indicator of the dominance of
local emission sources. The reason for this dynamics can
be the direct exposure of the monitoring station to a
certain type of emissions (mobile sources - traffic and
transport, resuspension, and local economic activities),
but also the processes of dry and wet deposition that
contribute to faster removal of particles from the air.
Of nitrogen oxides, it was estimated that the share of
regional transport and air pollution background is the
highest in the case of NO, which is a consequence of
greater stability of the compound and therefore, the pos-
sibility of its transport over long distances, but also the
formation of this compound as a secondary pollutant in
the reactions of photochemical transformations in the
atmosphere.
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Figure 2 - The share of regional transport and the
background of the urban environment with
the measured concentrations of pollutants in Belgrade
in the period from 2017 to 2019

By applying multireceptor-oriented models to PM10
concentrations measured at 6 automatic monitoring
locations in the period from 2017 to 2019, the distribution
of regional sources and sources located on the periphery
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of the agglomeration, which affect air quality in central
urban area was obtained (Figure 3).
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Figure 3 - The distribution of regional sources of PM |
emissions on the territory of Belgrade and neighboring
municipalities in the period from 2017 to 2019

The results of the analysis show that the area of
Belgrade is exposed to the impact of regional sources of
PM emissions located south, southwest, and southeast
of the city, as well as slightly less impact of sources
located in the areas west and east of the analyzed area.
Significant emission sources in the southwestern areas
on the outskirts of the agglomeration can be associated
with the thermal power plant "Nikola Tesla" near Obrenovac,
as well as with somewhat more distant mining basins
near Veliki Crljeni. Apart from that, a source in the
southeastern area that has an impact on the urban zone
of Belgrade can be attributed to the Vin¢a city landfill,
whereas several identified sources on the left bank of
the Danube, outside the agglomeration, can be linked
to agricultural activities in Banat. Regional sources of
suspended particles whose impact is estimated to be
significant, and which are located southeast at a greater
distance, can be connected with "Zelezara Smederevo’,
as well as with the thermal power plant and coal mine
"Kostolac". In the western region of Belgrade, along the
international highway E-70, sources of slightly lower
intensity have been identified, which can be attributed to
traffic activities. Also, it should be taken into considera-
tion that a large number of facilities of small economic
activities (production plants, processing and storage of
goods) have been built in this area in recent years, whose
emissions also contribute to air pollution. Figure 3 also
shows PM,  emission sources located south of Belgrade,
which most likely represent the contribution of more
remote areas, or even part of the long-distance cross-
border transport route.
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4. CONCLUSION

Apart from the influence of local sources, the air
quality in the area of Belgrade is affected by various
distant sources of emissions. The impact of strong local
sources was least noticed in the case of sulfur dioxide,
while monitoring locations were most directly exposed
to suspended particulate emissions from the immediate
environment (mobile sources - traffic and transport,
resuspension, and local economic activities). On the
other hand, the share of background and transport of air
pollution was the highest in the case of SO, - 70% (com-
bustion of fossil fuels for heating and pollutant transport
from remote power plants) and NO, - 45% (pollutant
transport and formation in photochemical atmospheric
transformations).

The analysis of the contribution of regional pollutant
transport to the measured PM  concentrations has
shown a significant impact of sources located southeast
("Zelezara Smederevo" and thermal power complex
"Kostolac") and southwest (thermal power plants "Nikola
Tesla" and mining basin "Tamnava") from Belgrade. The
contribution of somewhat weaker sources located in the
western area of Belgrade, can be related to traffic activities
along the international highway E-70 and economic
activities in its surroundings. For detailed characteri-
zation of the identified emission sources, and thus the
improvement of insufficiently updated emission inven-
tories, it is necessary to include other pollutants in the
analysis and to apply the most advanced artificial intel-
ligence methods.
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Abstract:

In this study, we used the fractal and multifractal analysis to explore the structural
characteristics of PM10 time series, among which self-similarity and invariance
can be considered particularly important. The eXtreme Gradient Boosting
method was used to fill in the missing data for multiscale multifractal analysis.
The analysis has revealed self-similarity in PM, time series with a positively
correlated structure which was stable over a study period. Small fluctuations of PM, |
levels were observed as a result of variations in local emissions and meteorological
conditions. The uncoordinated and uncorrelated intervals in concentration time
series were observed as a consequence of occasional pollution events in the areas
dominated by industrial activities or as a consequence of the remote emission
source activity when wind direction and speed were favorable.

Keywords:
Particulate Matter, Time Series Analysis, Multiscale Multifractal Analysis.

INTRODUCTION

According to the estimate from the World Health Organization, air
pollution caused 4.2 million cases of premature death worldwide in the
year 2015, whereas the recent estimates indicate that the mortality rate
due to exposure to high levels of air pollutants is significantly higher and
accounts for 8.9 million. In addition, research has indicated that in case
the trend of low air quality continues and the approach to environmental
issues is not fundamentally changed, the numbers could be twice as high
by 2050.

Environmental science is facing many problems in achieving its mission
to guarantee sustainable future in an increasingly complex and rapidly
changing overpopulated world. The continuous pollution burden on the
environment is dependent not only on the increasing pollutant load, but
also on many known processes such as pollution transport, dispersion
and deposition, atmospheric chemistry, meteorological factors, solar and
cosmic radiation, topography, etc., as well as those which are not even
known yet.
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The issues that prevent the environmental science
to fulfil its’ mission are related to (1) complexity,
non linearity, interactivity, and cross-compartment
interconnectivity of environmental phenomena, (2)
insufficiency of data-driven knowledge, especially the
knowledge derived as a result of global-scale and multi-
compartment research, (3) asymmetric access to data,
information, and knowledge, (4) lack of adequate infra-
structures regarding environmental big data, (5) barriers
and gaps to technological innovation access, (6) high
pressure on human and institutional capacities regarding
innovation, etc.

Particulate matter (PM) emitted from different both
natural and anthropogenic emission sources can remain
in the air for a few hours or days depending on local
meteorological conditions, susceptibility to chemical
and physical transformations, and factors that contribute
to sedimentation and precipitation. Self-similarity and
invariance are important features of pollutant concen-
tration time-series. These structural characteristics of
PM time series revealed by using fractal and multifractal
analysis could be considered when assessing their
behavior patterns in the present and predicting their
behavior in the future [1], [2], [3], [4], [5], [6], [7]. These
analyses assume that phenomena and dynamic behavior
of the system do possess the property of self-similarity
and that the features of the system on one scale resemble
the ones on different scales [8], [9], [10].

The atmosphere of the urban environment contains
up to several hundred types of particulate matter, some
of which are toxic, mutagen and, carcinogen. Adequate
consideration of air quality is significantly limited
by relying on data on gaseous inorganic oxides, or
the concentration data of only the coarse PM fraction
(PM, ) and several of its constituents. European Union
countries measure concentrations for