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Abstract: 
This paper presents a system of computer vision designed to be used in 
industry for product classification. The system is based on the TensorFlow 
and Keras software libraries and the Python programming language. In the 
production process, uniform cylindrical parts reach the conveyor designed 
so that each part can be in one of two possible positions. The computer vi-
sion system detects the exact position of the part, or its orientation, and this 
information is further used during the transportation process. The purpose 
of the procedure is for all parts to take the same orientation in relation to 
the production line.
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1. INTRODUCTION

Th e classifi cation presented in this paper refers to one type of prod-
uct. In this case, the same type and size of the metal screws were used. 
Th e aim of the classifi cation is to determine the orientation of each part 
in relation to the production line. In this case, the part can be in one of 
two possible positions and for that reason, two classes are used. One 
position implies that the top of the screw is pointed in the direction of 
production, and the other position means that the top faces the opposite 
direction. Th e result of the classifi cation is used so that all the parts take 
the same orientation. In addition, there is also a third class related to all 
the cases when the object is not properly detected. For example, when 
the production part is not in the required position or if more than one 
part is present at a time. 

Th e solution of the computer vision system is based on the program-
ming language Python and the libraries Keras and TensorFlow. Th is pa-
per also introduces the testing equipment used to verify the functionality 
of computer vision in real conditions. Th e testing equipment includes 
the mini-computer Raspberry Pi with a corresponding camera and a 
transport system prototype, which is used to shift  the parts in order to 
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test the accuracy and reproducibility of the classifi ca-
tion. In order to reduce the classifi cation time, a simple 
algorithm is designed and executed fast enough on the 
testing equipment.

By executing the program on the testing equipment, 
the machine learning algorithm, which was trained on 
another computer, is loaded fi rst. Following this, a pro-
gram loop continuously reads the output of the camera 
and performs the classifi cation. Th is part of the program 
also includes functions related to the automatic control 
of motors, which are used for transportation of the de-
tected elements. 

Th e low-cost solar tracking system [1], based on an 
open source hardware and machine learning algorithm, 
was an inspiration to use the Raspberry Pi.

Th e used literature can be divided into two sections, 
one dealing with the computer vision  [2], [3] and [4], 
while the other section deals with artifi cial neural net-
works on which the machine learning algorithm is based 
[5] and [6].

2. PROCESS AND TEST EQUIPMENT 
DESCRIPTION

During the production process, uniform cylindri-
cal parts reach the appropriate position one at a time 
in such a way that they take one of two possible orien-
tations. Th e computer vision system detects the exact 
orientation of the part and this information is further 
used to rotate and shift  it to the appropriate location. 
Th e aim of the procedure is for all the parts to assume 
the same orientation in relation to the production line. 
Instead of the real parts, metal screws were used for the 
purpose of testing.

Th e position that a free falling screw assumes can be 
compared to the V-profi le considering its appearance. 
Due to its physical design, the metal screw always as-
sumes a horizontal position, whereby its head can be 
turned left  or right when observed from the position of 
the operator. Th e answer to the question of the direction 
that the head of the screw can face can be obtained using 
the computer vision.

A camera is placed above the position used for the 
rotation of the production part. During the image pro-
cessing, the classifi cation indicates whether the head 
of the screw is faced to the left  or to the right. Based 
on the classifi cation results, the screw can rotate 180°, 
if necessary. Th e aim is for all the parts to assume the 
same orientation, followed by transport according to 

the established procedures of manufacturing. Th e fol-
lowing illustration shows the testing equipment. In or-
der to reduce the background infl uence, the V-profi le is 
in black. Using these simple images the classifi cation is 
more accurate, which is important because of the simple 
machine learning algorithm. Th e motor (M1) is used to 
rotate the parts and the motor (M2) for their transfer to 
the next position. Incremental encoders E1 and E2 are 
used for positioning.

Figure 1. Illustration of product handler: a) isometric 
view, b) part is oriented to the right, c) part is 
oriented to the left  in relation to the observer

Figure 2. Illustration of testing equipment

Raspberry Pi computer is equipped with a camera 
and placed just above the position where the produc-
tion part is located. In addition to the computer vision, 
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Raspberry Pi is also used to control the motors M1 and 
M2. It is equipped with a motor control card placed in 
the same casing as the computer. Th is testing equipment 
creates the images of the data set used in developing the 
machine learning algorithm.

Figure 3. Test equipment

3. CLASSIFICATION PROCEDURE

Th e classifi cation procedure and material transport 
are fully automated. Th e program runs on Raspberry 
Pi, which is an integral part of the testing equipment. 
When executing the program, a pre-trained model of 
the artifi cial neural network is loaded, and then a pro-
gram loop starts in which the classifi cation procedure is 
continuously executed. If the result of the classifi cation 
indicates that the production part is not well oriented, it 
has to be rotated 180° and then moved to the next posi-
tion. Following this, the V-profi le is ready to accept the 
new part. If the result of the classifi cation indicates that 
the products are well oriented, they move to the next 
position without rotation.

When the object is not detected, a message is dis-
played as a warning. In this case it is necessary to manu-
ally execute the repositioning of the part or transfer it 
to the next position. Th e entire procedure is performed 
under usual room lighting and can be described through 
the following steps:

1. Th e production part reaches the position for in-
spection. In our case, the metal screw is placed 
manually.

2. Th e classifi cation indicates whether the part is 
well-oriented or it needs to be rotated 180°.

3. Th e rotation of the production part, if necessary, 
is achieved using the M1 motor, shown in Figure 
2.

4. Th e product is moved to the next position by 
changing the slope of the V-profi le using the M2 
motor. When a certain slope is reached, a free-
falling production part leaves the V-profi le.

5. At the end of the process, the V-profi le returns to 
its basic position.

4. MACHINE LEARNING ALGORITHM

Th e machine learning algorithm is based on a convo-
lutional neural network. Th e input data are color images 
with a 96 x 96 pixels resolution. Initially, Google’s Mo-
bileNet algorithm was used. Good results were achieved 
in terms of accuracy, but due to the complexity of the 
algorithm and low processing capabilities, it was neces-
sary to create a simpler algorithm.

A TensorFlow library was used to create a new al-
gorithm. TensorFlow was released by Google and it 
can be used directly or by using wrapper libraries such 
as Keras.  Keras is a library also developed by Google 
in order to simplify the development of deep learning 
models [5]. 

Th e algorithm architecture is defi ned in Table 1.

Table 1. Algorithm architecture

Layer (activation) Filter Shape Output Size

Conv2D (‘relu’) 3 x 3 x 32 94 x 94 x 32

Conv2D (‘relu’) 3 x 3 x 32 92 x 92 x 32

Conv2D (‘relu’) 3 x 3 x 64 90 x 90 x 64

Average Pooling 2D 2 x 2 45 x 45 x 64

Dropout 0.2 45 x 45 x 64

Flatten 129600

Dense (‘relu’) 12

Dense (‘soft max’) Classifi er 3

Th e accuracy and loss achieved during the training 
are shown in Figure 4 and Figure 5.
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Figure 4. Model accuracy

Figure 5. Model loss

Figure 6. Showing a sample of dataset images used 
for algorithm training.

Figure 6. Sample of dataset images

5. IMAGE PREPROCESSING

Th e testing equipment initially made a small number 
of images for the data set, which were then multiplied 
by Keras to get more images for the training. Keras sup-
ports the ImageDataGenerator feature, which can cre-
ate new modifi ed images from the original ones. Th e 
changes include random rotations at an angle within a 
defi ned range, zooming, and shift ing in horizontal and 
vertical direction. In this way, the initial small num-
ber of images produced a suffi  ciently large data set for 
model training. Th e class which indicates that an object 
is not recognized, or undefi ned, contains images of the 
empty V-profi le.

Figure 7. Screw (up) and its histogram (down)

In order to remove the background infl uence, which 
is in dark color, the pixel values   are changed. All pixels 
values   below the defi ned threshold are set to zero. Th e 
threshold is defi ned using a color histogram. Since all 
the images are similar, by analyzing the histogram for 
one image we can determine the common threshold for 
the entire data set.

Th e histogram in Figure 7. shows that the largest 
number of pixels has the value of RGB components be-
low 50. Th is pertains to the dark background.
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Figure 8. Image preprocessing

Figure 8. shows the image preprocessing results with 
the following explanation: a) original image, b) the re-
sult of the operation in which the pixel values are set to 
zero, if they were previously below the defi ned thresh-
old, and c) the result of masking the image region. Th is 
kind of image preprocessing can be applied in industri-
ally controlled conditions.

6. AUTOMATIC MATERIAL TRANSPORT

Manufacturing processes at modern industrial plants 
are based on a high level of automation. Th ese processes 
are controlled by PLC (Programmable Logic Controller) 
which, according to the information obtained from sen-
sors and according to the operating parameters, gener-
ates reference values used to control the actuators.

In order to increase the level of automation, comput-
er vision is used to provide additional information about 
the process. In our case, the testing equipment does not 
include the PLC. Two motors with encoders are used for 
the transport of materials. Motors are controlled by the 
same computer, which is also used for computer vision.

A control card, located in the same casing with the 
Raspberry Pi computer and connected to it via the I2C 
interface, is used to drive the motors.

Two identical motors with gearboxes and incremental 
encoders are in use. Each incremental encoder is connected 
to the appropriate GPIO inputs of the Raspberry Pi com-
puter, which are confi gured to initiate a program interrupt 
when detecting the front edge of the encoder pulse. Th e 
interruption executes a program code detecting the direc-
tion of movement and calculating the current position. Th e 
positioning is based on the number of encoder pulses.

Th e classifi cation applies to the part of the program 
that is executed in an infi nite loop. If three consecutive 
classifi cations are the same, the transport procedure is 
initiated. Th e procedure has two steps, the fi rst is ro-
tating 180° if necessary, and then shift ing to the next 
position. Th e program changes the direction of the ro-
tation in order to minimize the positioning error. If the 
screw has been rotated 180° in the clockwise direction, 
the next time the rotation will be counterclockwise. If 
the rotation is performed only in one direction, there is 
a possibility that small errors will accumulate over time, 
which would increase positioning errors aft er a large 
number of cycles.

7. CONCLUSION

Th e testing of the model in real time using the test-
ing equipment achieved a satisfying accuracy and re-
peatability of the classifi cation. Color images were used 
initially, and the results did not diff er signifi cantly from 
the gray scale images. Pre-processed color images have a 
dark background and a bright object, practically a small 
diff erence compared to gray scale images. Th e algorithm 
execution time is about 250 ms.

Image preprocessing in real time has a positive im-
pact on the accuracy of the classifi cation. By preproc-
essing the image, the background details are removed, 
which makes the image simpler. Because of using images 
in small resolution, program execution does not con-
sume much time. 

Lighting has a big impact, especially in terms of re-
fl ection. During the testing, the best results were achieved 
using regular room lighting. When the testing equipment 
was directly exposed to the source of light, there were 
intensive refl ections on the surface of the object and the 
surrounding plastic used in the manufacture of the test-
ing equipment. Th is considerably changed the results and 
in some cases, the classifi cation could not be performed 
at all. On the other hand, the impact of the shadow was 
not observed. Th is is primarily because of the specifi c de-
sign of the device and the dark background.

In order to reduce the problem of illumination, im-
ages for the data set were taken under diff erent levels of 
illumination. Th e intention was to resolve the issue by 
training the model in diff erent conditions, which did 
provide certain improvement, but the problem was not 
resolved completely. Th e algorithm itself was also limiting 
because of its simplicity. When using a data set with com-
plex images, more complex algorithms should be used.
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Simple hardware produces satisfactory results. Th is 
was achieved using simple images and a small number 
of classes. If the number of classes is larger or images 
become more complex, more complex algorithms that 
require larger hardware capabilities would have to be 
used.

Th e tests have shown that more than one class for 
undefi ned states would be preferable. When one class 
includes diff erent objects, it becomes complex. Th e best 
results were achieved when the class included only the 
images with the background of the object. In order to 
recognize the other irregular states, new classes must be 
added.
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