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AN ARTIFICIAL NEURAL NETWORK MODEL FOR EFFICIENT 
ESTIMATION OF THE NUMBER OF MOBILE STOCHASTIC 
EM SOURCES IN THE SPACE SECTOR 

THE INTERNET AND DEVELOPMENT PERSPECTIVES

Abstract: 
Information on the total number of radiation sources that are currently observed 
in the physical sector may be of use in procedures dealing with efficient DoA 
(Direction of Arrival) estimation of stochastic radiation source. This paper 
introduces an artificial neural model based on MLP (Multi-Layer Perceptron) 
network, that is based on a value of the spatial correlation matrix signal sam-
pled in the far zone ofradiation, and can determine in real time, the number 
of mobile stochastic sources (up to five sources) with mutually uncorrelated 
radiation that are currently present in the given sector in the azimuthal plane. 
This model is an upgrade MLP model that previously had implementation for 
a maximum of three sources in the sector. Training neural model was carried 
out on the samples of the spatial correlation matrix obtained by using Green’s 
functions. The authors observe the case when the number of sources in the 
sector variable in time and when the sources during the movement in the 
given sector may be located in another arbitrary distance.
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1.	 INTRODUCTION

One of important activities that open the possibility of further in-
creasing the number of users of modern wireless communication and 
quality of service which is offered to customers of such systems are, re-
searching methods to effectively minimize the negative impact of inter-
ference on the site of received signals. In this sense, the procedures based 
on spatial filtering, signal antenna arrays and design characteristics of 
radiation using adaptive antenna arrays now receive special attention 
[1,2]. The above-mentioned processes show some of the key techniques 
that implement such procedures based on DoA estimation techniques 
[1.2], and the spatial localization of various sources of interference as 
deterministic and stochastic nature of radiation [3,4].

MUSIC (Multiple Signal User Classification) algorithm [2], and its 
modifications are so far the best known and most commonly used super-
resolution algorithms for DOA estimation. These algorithms are charac-
terized by a high degree of accuracy in determining the direction where 
EM signals come from. However, because of its complex matrix calcu-
lation requires powerful hardware resources, they are not suitable for 
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real-time operations. A good alternative to the super-
resolution algorithms, the application of artificial neu-
ral networks [5-7] to solve problems DoA where neu-
ral models that avoid complex matrix calculations can 
have an approximate accuracy of the MUSIC algorithm 
without having to be significantly faster than the MUSIC 
algorithm which makes them more suitable choice for 
deployment in real time [8-17].

In the process of DoA estimation, using either super-
resolution algorithm or neural model, the knowledge of 
the number of sources of EM signals (radiation) rep-
resents important information that helps in the imple-
mentation of an efficient and accurate process. In the 
works [16,17] developed a neural model based on PNN 
(Probabilistic Neural Network) [18-20] that on the basis 
of the value of spatial correlation matrix signal which 
is sampled in the far zone of radiation, can determine 
in real time the number of mobile stochastic sources 
with mutually uncorrelated radiation that are currently 
present in the given sector in the azimuthal plane. The 
performance of our PNN model is shown in the exam-
ples were satisfactory, but it was concluded that increas-
ing the maximum number of sources that can be found 
in the observed sector significantly complicates the 
structure of PNN model, which can lead to significant 
performance degradation neuronal models in terms of 
training and achieve satisfactory accuracy in the process 
of exploitation of models. This is primarily because the 
increase in the maximum number of sources that can be 
found in the observed sector dramatically increases the 
number of samples for training the neural model, and 
therefore, the complexity of used PNN where the num-
ber of neurons in the hidden layer in direct proportion 
to the number of samples for training models.

Bearing in mind the above mentioned limitations, 
the PNN model began with examining the possibilities 
of applying MLP network [5,6] as one of the alterna-
tive PNN in the process of determining the number of 
mobile stochastic sources with mutually uncorrelated 
radiation that are currently present in the given sector 
in the azimuthal plane. When selecting alternatives, it 
is necessary to take into account the fact that with an 
increasing number of samples, for training an MLP net-
work, complexity grows to a much lower degree, com-
pared to the growth of complexity of a PNN, because 
the number of neurons in the hidden layer of an MLP 
network is not in direct proportion to the number of 
samples, and in a number of samples an MLP network 
can have manifold smaller number of neurons in the 
hidden layer in relation to a PNN. The first results were 

achieved in [21], where the MLP neural model to deter-
mine the number of the source under the condition that 
a maximum of three sources can be found at the same 
time in the sector. This paper presents a MLP model 
trained to determine the number of sources in the sec-
tor under the condition that a maximum of five sources 
can simultaneously occur in the given sector and which 
was created to further the development and training of 
the MLP model, which was introduced in [21].

2.	 MODEL RADIATION SOURCES 
	 IN STOCHASTIC FAR ZONE

To generate a set for training a neural model, and 
a set of samples to test it, the same model of stochastic 
radiation source in the remote zone is applied, as in the 
papers [10-17]. The model of stochastic radiation sourc-
es in the distant zone represents radiation of a uniform 
linear antenna array of N elements located at the dis-
tance d (Figure 1). The degree of correlation between the 
current supply element antenna array that is described 
by the vector I=[I1, I2, …, IN]), is defined by the correla-
tion matrix cI(ω)[3,4]: 

In the zone of far-field electric field, the strength at 
the selected point is calculated in the following way:

where M represents the mapping Green’s function:

In the previous equations, θ & φ represent the cor-
ners of the selected point in the azimuthal and elevation-
al plane compared to the first antenna element, F(θ,φ) is 
the radiation characteristics of the antenna element, rc 
is the distance between the selected points of the array 
center, z0 is the impedance of free space, k is the phase 
constant (k=2π/λ), while r1, r2, ... , rN represent the dis-
tance to the selected point from the first to the N-th an-
tenna element respectively.

In the case that in the distant zone we sample val-
ues of the electric field intensity at more points, we use 
even more complex notation to indicate the distance. 
For example, in Figure 1. ri,m the distance between the 
i-th array element (1≤i≤N) and m-th sampling points 
in a distant zone (1≤m≤M), where M is the number of 
sampling points.
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Figure 1. Model of stochastic radiation source in a 
distant zone showing the appropriate distance between 

sampling points and elements of antenna arrays that 
represent sources of radiation [10-17]

If the corresponding angles in the azimuthal and el-
evation level of M sampling points (y1 y2, ..., yM) in far 
zone represent with (θ1,φ1), (θ1,φ1), ... , (θM,φM) respectiv-
ly, then the correlation matrix of signals at these points 
can be determined in the following manner: [8]

In the case of multiple sources where S is the number 
of sources, matrix M has the following layout:

where ri
(j) is the distance between the i-th element 

antenna array that represents the j-th generation source 
and the observed point sampling in a distant zone so 
that the vector power supply is as follows:

where Ii
(j) represents the power supply of the i-th 

element antenna array that represents the j-th genera-
tion source. The elements of the correlation matrix that 
is related to the sampling points can be calculated 
when the equations (1) and (5) used for calculating the 
correlation matrix using equation (4).

If two sources of radiation have the same angles (θ,φ) 
but are located at different distances from the observed 
point in the distant zone rc1 and rc2 respectively, and if 
the sources are represented as antenna arrays with N1 
and N2 elements respectively, then it can be shown that 
their correlation matrix is valid  

for the fulfillment of the conditions rc1, rc2 >> d. Nor-
malization of the matrix , with respect to the first 
element of the matrix , the matrix is obtained where 
its elements do not depend on the value of the rc and 
N [16,17]. For training the neural network which the 
model contains, it is enough to take only the first level 
of matrix CE ([CE11, CE12, … , CE1M]) because it turned 
out that the first type contains sufficient information to 
determine the angular position of the radiation source 
[9,10].

3.	 ARCHITECTURE OF MLP NEURAL 
	 MODEL TO DETERMINE THE NUMBER 
	 OF SOURCES OF RADIATION

According to the theory presented in the previous 
section, the problem of the modeled neural model will 
be presented in the following functional form:

Accordingly, the artificial neural network has a task 
to perform mapping from space signal which describes 
the correlation signal matrix CE, the discrete space 
containing the numbers of radiation sources that can 
be found in the observed sector in the azimuthal level 
where variable indicates the number of sources that are 
currently in the sector and where s ∈ {1, 2, ..., S} and S 
represents the maximum number of sources of radia-
tion, which at one point can be found in the given sector.

Figure 2. Architecture MLP neural model for deter-
mining the number of stochastic radiation sources in 

the reporting sector in the azimuthal level [21]
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As already stated in the introductory sector, it is not 
necessary to use the value of all elements of the corre-
lation matrix signal for satisfactory approximation of 
the mappings, but is possible to use only the first type 
CE[1,i], i=1...M [8]. Consequently, the number of inputs 
to the neural network will be 2M, because entries in the 
neural network cannot be complex numbers, but only 
real. Furthermore, the neural model that is function-
ally described as y=y(x,w), where y is it proper func-
tion of neural networks and the weight matrix w neural 
networks [5,6], will have a vector of inputs x=[Re{cE11}, 
Im{cE11}, Re{cE12}, Im{cE12}...Re{cE1M}, Im{cE1M}]T, while the 
output value vector is y=s. Since the implementation 
models used MLP network that has a continuous output 
of real value, the corresponding MLP neural model will 
be defined in the following way:

where fMLP transfer function or function processing 
MLP network while round function rounds out the real 
value of output MLP network to discrete integer value 
representing the number of radiation sources with s.

The architecture of the MLP neural model to deter-
mine the number of stochastic radiation sources in the 
monitored sector in the azimuthal plane is shown in 
Figure 2. Exit of the h-th hidden layer MLP network by 
which this model is realized, can be represented by vec-
tor yh with dimmensions Nh×1 where is Nh the number of 
neurons in h-th hidden layer, and where the i-th element 
in that vector - yh[i] represents the exit of i-th neuron 
l-th layer of the network (l=h+1 and counting the input 
layer) vi

(l)=vi
(h+1), also valid . 

It can be shown that the vector is

where yl-1 is the vector of dimension Nl-1×1 and 
represents the exit of the (h-1)-th hidden layer, wh the 
weight matrix of connections between neurons (h-1)-th 
and h-th hidden layer dimensions Nh×Nh-1, where as bh, 
is the vector of the bias h-th hidden layer. According 
to this notation, y0 represents the output of the input 
buffer layer so that y0 = x. Element wh[i,j] of the weight 
matrix wl marks the weight of the link between the h-th 
neuron in the hidden layer (h-1) and h-th neuron in the 
hidden layer h, i.e. between h-th neuron in the network 
layer s=h and j-th neuron in the network layer l=h+1, 
while element bi

(h)=b[i] represents the value of the bias 
of the i-th neuron in the hidden layer h. The function 
F represents the activation function of neurons in the 
hidden layers. In this case, tangent hyperbolic sigmoid 
function is used.

All neurons in the last hidden layer are connected 
to the H output layer neuron. The activation function 
of the neurons in the last layer is linear and the output 
MLP network is:

where wo weight matrix connects between neurons 
of the H-th hidden layer, and neurons from the exit lay-
er, measuring 1×NH (Figure 2). The final output of the 
neural model produced by rounding output MLP neural 
network to the nearest whole number:

		  s = round(y) 	 (12)
Indication of such defined MLP neural model that will 

continue to be used in the text is MLPH-N1-…-Ni-…-NH 

where H is the total number of hidden layers used in the 
MLP network, while Ni is the total number of neurons 
in the i-th hidden layer. Thus, tag MLP2-14-12 marks 
a MLP model indicates which neural network has four 
neural layers (input, output and two hidden layers) and 
which has 14 neurons in the first hidden layer and 12 
neurons in the second hidden layer.

4.	 MODELING RESULTS

MLP neural model whose architecture was shown in 
the previous section has been applied to determine the 
number of stochastic radiation sources in the azimuthal 
sector [-300  300]. The case was studied where, up to five 
radiation sources can be found in the given sector, at 
one point of time. One stochastic source is modeled as 
an antenna array of four elements, but in order to deter-
mine the correlation matrix signal in the far zone, radia-
tion is carried out in the six-point sampling at a distance 
sd = l/2 = 0.02 m at f = 7.5 GHz (Table 1).

Frequency f = 7.5 GHz
Max sources S = 5
Number of elements in the antenna 
array of one source N = 4

The distance between the elements of 
the antenna array d = λ/2 (0.02 m)

The distance from the source to the 
stochastic sampling in the far zone r0 = 1000 m

Number of sampling sites in the 
distant zone M = 8

The distance between sampling points sd = λ/2 (0.02 m)
Table 1. Parameter values of antenna array which repre-
sent stochastic sources and methods of sampling in the 
far zone of radiation sources
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For the realization of the training model, MatLab 7.0 
software development environment was used. The sets 
of samples for training and testing MLP models were 
generated using the inverse mapping from the one who 
does the MLP model

 	
and which is realized by the equations (4) and (5). In 

the above mentioned mapping, θt represents the vector 
of angular position of the radiation source [θ1

t, θ2
t,..., θS

t]. 
Since the input of the neural network results in only the 
first type correlation matrix, training and test samples 
will take the form of (xt(θt), s) where the vector inputs 
training and test sets applies

A uniform distribution of samples for training and 
testing MLP model in the sector [-300 300] was applied 
in a manner: [-300:d:300] where d is a step of sampling, 
meetings for training and testing MLP model are de-
scribed as follows[17]:

where generating the set for training takes, d1=0.1, 
d2=0.5, d3=2, d4=4, d5=6, whereas, for generating the 
set for testing takes, d1=0.13, d2=0.7, d3=3, d4=7, d5=11. 
With this distribution, the set for training is generated 
with, 14638 samples, and a test set of 5579 sample.

For the training model, Quazi-Newton method of 
training was used. In order to obtain the best possible 
MLP model, a training was conducted for a number of 
MLP neural networks, with two hidden layers and dif-
ferent numbers of neurons in them. In the process of 
testing the main criterion for evaluating the success of 
training, is the percentage value of samples for which 
determined a wrong number of present sources of ra-
diation in the sector, or shorter, percentage value of 
samples that war misclassified (UPK [%]) [16,17]. In 
order to compare the test results of the model, Table 2 
presents the testing results of six MLP models, that are 
on the same set of tests, and had the lowest percentage of 
samples that are misclassified. In this table, the UTK in-

dicates the number of samples for which the MLP model 
gave the exact number of present sources of radiation in 
the sector and with UPK indicating the number of sam-
ples for which the MLP model gave the wrong number 
of present sources of radiation in the sector.

MLP model UTK UPK UPK [%]
MLP2-22-20 5445 134 2.46
MLP4-22-20 5438 141 2.59
MLP4-23-23 5443 136 2.50
MLP4-23-23 5434 145 2.67
MLP4-22-20 5445 134 2.46
MLP4-22-20 5444 135 2.48

Table 2. Testing resaults of six MLP models with the best 
resaults when it comes to determining the correct num-
ber of sources in the sector

Figure 4. Diagram of dissipation MLP2-22-22 models 
on the test set when determining the number of pre-

sent sources of radiation in [-300 300] sector

As a representative model for determining the num-
ber of stochastic radiation sources in the given sector, 
in the azimuthal plane, the model of MLP2-22-22, was 
chosen. The model had the lowest percentage of misclas-
sified samples, and that has shown the highest success 
rate in determining the number of radiation sources in 
the given sector. This model is shown in Figure 4. 

It can be observed that the accuracy of the MLP model 
for the case of S=5, is as approximately accurate as the 
MLP models that have been developed for the case of S=3 
[21]. This shows that the MLP model maintained good 
performances in modeling problems in spite of increasing 
complexity of the problem, and consequently, a signifi-
cant increase in the number of samples for training.
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5.	 CONCLUSION

In this paper, the examination of the possibility of 
MLP neural networks was continued to determine the 
number of radiation sources in the given sector in the 
azimuthal level that began in [21], with an increase of 
the maximum number of sources that can be found in 
the sector, simultaniously, from three to five sources. Due 
to the avoidance of complex numerical calculation, it is 
also shown that MLP model can quickly and with high 
accuracy  determine the number of radiation  sources in 
the observed sector. An increase in the maximum num-
ber of radiation sources that are simultaneously found 
in the observed sector, inevitably leads to a significant 
increase in the number of samples which are necessary 
for training the neural model, that will be able to process 
such a number of sources (8921 samples for 3 sources 
14638 samples of 5 sources), and the fact that, with an 
increasing number of samples complexity of the PNN is 
growing much faster, than the complexity of the MLP 
network which can lead to limitations in the application 
of the PNN for the large number of radiation sources. 
MLP networks are emerging as more suitable variant to 
the PNN with a tendency to further increase the maxi-
mum number of sources of radiation that can be simul-
taneously found in the given sector.
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