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Abstract:
In this paper, the authors are presenting one of the ways to train Artificial Neural Networks (ANN) using a predefined set of weights as biases as input parameters, generated by the Genetic Algorithm (GA). This approach solves the problem of hyperparameter tuning for ANN, which is an NP-hard space search problem and will be further explained in the paper. The genetic algorithm generates a population of potential solutions in each iteration and then after a series of solutions variables modification (crossover, mutation, etc.) ranks them based on their fitness values. The algorithm itself is tested on a standard Multi-layer Perceptron (MLP) artificial neural network and results are similar compared to other techniques of training.
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1. INTRODUCTION

Artificial neural networks (ANNs)[1] can learn and is used to overcome very complex problems in science or engineering[2]. ANNs have proven to be a good model and have been widely used in working with problems such as shape recognition, classification, clustering, and also prediction undertakings. For example, for medical purposes, researchers have used different types of ANNs to master troublesome classification and disease detection assignments [3], [4]. They likewise utilized ANNs to order biomedical data, for example, coronary heart disease and diabetes. The huge accomplishment of those techniques can be attributed to the ability of neural networks to process vast amounts of information during the training stage and to reduce the time needed for the diagnosis [5].

For each problem, it is necessary to do network training. Network training means adjusting weights and biases, which is why it is an NP-hard problem because the search space is too large.
Nature-inspired algorithms can be used to train the network. They are partitioned within two groups. The primary group comprises of Evolutionary Algorithms (EA) while the rest is known as Swarm intelligence algorithms (SI). The most famous representative of Evolutionary Algorithms is the Genetic Algorithm (GA).

The second group of algorithms consists of algorithms based on the observation of the social behavior of swarms of insects, flocks of birds, packs of animals. What all these animals have in common is that they do not show excessive intelligence as individuals, but when they join groups due to, for example, finding food, they show a high level of intelligence and that encouraged researchers to make mathematical models of these behaviors and apply them to real-life problems [6], [7], [8], [9], [10].

In this paper, we utilized an MLP neural network that we hybridized by a genetic algorithm with our selection model to get better results. When training and testing the network we used publicly available breast cancer datasets. The accuracy of such a system is between 96-98%. We compared our results with the results of the author of the paper in which the Swarm Intelligence algorithm was used together with the MLP neural network [11].

ANN training

The artificial neural network is a collection of nodes, also called artificial neurons, that mimic neurons in the organic mind. Every association, just as neurotransmitters in the mind, can send signals to other neurons. They receive these signals and process them. These signals are represented by real numbers and the yield of every neuron is determined based on some nonlinear function. Neurons and connections usually have their weights that are adjusted during network learning. During these adjustments, the neural network will begin to produce results that are very similar to the desired output. After a sufficient number of weight adjustments, the training can be stopped based on some criteria.

One of the most famous types of ANN models that can detect and estimate computational models utilizing their superior parallel layered structure is Feedforward neural networks (FFNNs) [12].

A multilayer perceptron (MLP) is a type of FFNNs. MLP comprise at least three layers that are sorted out in a one-directional mode. In the beginning, we have an input layer, at that point at least one hidden layers, and finally an output layer. Each of these layers consists from nonlinear-activation nodes. Each node in one layer connects with a certain weight with all other nodes in the next layer.

MLP with a solitary hidden layer, as per Kolmogorov’s theorem, is equipped for approximating different continuous functions [13]. Figure 1 shows an MLP network with only one hidden layer. The associations among the layers ought to be portrayed by certain weights that are situated within [−1, 1]. Every node in the MLP can perform two purposes: summation and activation. An activation function used in this paper is the S-shaped curved sigmoid function. This function is described as:

\[
\sigma(x) = \frac{1}{1 + e^{-x}}
\]  

\(\sigma(x)\)

Figure 1. MLP neural network.

When talking about the optimization algorithm, the way we can assess a solution that can be a candidate (in the case of this paper we will be using a set of weights) is utilizing one type of a function that in literature us called the objective function. The objective function can be maximized or minimized, depending on the problem, implying that we search for a solution that has the best or the worst score. Typically, when using neural networks, we try to reduce the error. In essence, the objective function is often called loss function. In this paper, we used Mean Squared Error loss (MSE), which is computed as the average of the squared differences among prognosticated and present values. The result is invariably positive regardless of the sign of the prognosticated and present values. A mathematical perfect value is zero. If we have optimization for a maximizing problem, we can still minimize the loss value by making the score negative.
2. PROPOSED METHOD

Genetic algorithm (GA) [14] is a method propelled by the cycle of natural selection that has a place with the bigger class of evolutionary algorithms (EA). Genetic algorithms are regularly employed to create excellent solutions to optimization and search problems by depending on operators like selection, mutation, crossover which are driven by nature. In genetic algorithms, the population of candidate solution is evolving towards better solutions. Each member of the population has its own set of traits that can change and mutate. Evolution usually begins with the initial formation of a population composed of individuals that are randomly generated. Evolution is by its nature an iterative process and on account of genetic algorithms, a population in each iteration has named a generation. The fitness of each member of the group is calculated. In GA fitness is normally the value of the objective function in the issue to be unraveled. After that, members with greater fitness are chosen from the present population and their properties are combined in order for the offspring to inherit those properties.

Regarding the model of a selection of parents from the population of solutions, we decided on the selection according to the principle of the two best. In this type of selection, two parents are chosen who have the highest fitness values in the current population. This selection is good because the highest-quality specimens of the population are selected and reproduced to improve the genetic algorithm and its convergence.

A dose of mutation is also inserted in order to increase the uncertainty and in some cases to get better solutions. The mutation is achieved by giving a certain number in the range that serves as the certainty of whether the mutation will occur or not. In our case, we called that variable mutation rate. The higher the mutation rate, the more probable it is that the given solution will mutate. If a mutation occurs, the properties of the solution change randomly. The offspring obtained after one iteration changes the existing population and the next iteration begins. The genetic algorithm can be described by the following pseudo-code:

1. Begin
2. Initialize maximum number of generations
3. Generate a random population of n solutions
4. while(!maximum number of generations)
   5. Calculate fitness f(x) for each solution in the population
   6. while(!number of offspring created)
      7. select the pair of parents from the current population (roulette wheel)
      8. apply the crossover operator to the selected parents with the probability p and create two offspring
      9. Utilize mutation operator to the produced offspring with mutation rate as the chance for it to happen
10. End while
11. substitute the current population with the new
12. End while
13. End

In this part, the suggested GA-based MLP trainer (GAMLPl) algorithm is portrayed in detail. As referenced previously, the single hidden layer MLP network is being trained with GA. Population members are represented as one-dimensional vectors of randomly generated real numbers within [1, 1].

Every solution depicts a candidate ANN. The proposed encoding vector includes three parts which are a set of bias terms and two collections of association weights between the layers. For the absolute quantity of biases and weights in the network, we can get the range of those vectors. A related encoding procedure is used for GAMLPl. We must also pay attention to which functions that will represent fitness we will select. To successfully get results of solutions fitnesses, we need to send them to the MLP network as the association weights. The network can assess those numbers as indicated by a dataset we used for training. At long last, the network will acquire the fitness estimations of the analogous solutions. In this paper, the MSE is utilized as the loss function in the GAMLPl trainer for evaluating networks fitnesses. As for the training units, the MSE metric can be gotten utilizing the fluctuation of the real and anticipated solutions by the produced members of population (MLPs). The most important thing is to reduce the value of the MSE however much as could reasonably be expected [11].

General steps for GAMLPl trainer can be represented by:

1. Initialization the GAMLPl begins by making a random population
2. Map the solutions the members of the GA population are attached to the weights and biases of a possible MLP network.
3. Evaluation of the fitness the nature of the produced MLPs is assessed utilizing the MSE function for all samples in the training dataset.
(4) The GAMLP should discover the MLP with the most minimal MSE value. These MLPs with smaller MSEs are better than those with bigger MSEs.

(5) Selection and crossover operators of GA

(6) Iterate rounds 2-4 till the end

(7) Ending and reviewing the cycle is ended and MLP with the smallest MSE is being examined on the test dataset.

The general workings of the GAMLP system are exhibited in Figure 2.

Figure 2. Optimizing MLP network using GA

3. EXPERIMENTS AND DISCUSSION

Publicly available breast cancer dataset was used during network training and evaluation of results. This set of information is initially gotten from Dr. William H. Wolberg, the University of Wisconsin Hospitals, Madison. This dataset consists of 699 cases where each case depicts a patient that had gone through the medical procedure for breast cancer. Four factors are estimated for every patient and marked as either malignant or benign [11][15]. To validate the findings of the advised GA-based trainer, it is correlated with a collection of known and established algorithms. The well-established algorithms are the PSO, bat algorithm (BAT/BA) [16], the firefly algorithm (FF/FA) [17], and artificial bee colony (ABC) [18] algorithm. In all trials, the size of the population and number of iterations are set to 5 and 100, respectively [11]. The number of runs of the GAMLP is set to 10.

To assess the execution of the classification models that are developed in those analyses, we utilized accuracy. Accuracy of the rate of classification calculates the rate of the rightly classified specimens (either negative or positive) to the real absolute number of specimens. The accuracy is determined by the accompanying condition [11]:

$$\text{Accuracy} = \frac{TP + TN}{TP + FN + FP + TN}$$  \hspace{1cm} (2)
Figure 3 shows a graph of the convergence of the training system after the evaluation of the results.

Results of the evaluation of the intended GAMLP and other MHA-based MLP structures can be viewed in Table 1. The standard deviation, worst, best and average of each audit measure is and labeled as STD, WORST, BEST, and AVG. Giving the achieved outcomes, it very well may be seen that every algorithm can accomplish huge rates in all analyses [11].

Table 1. Breast cancer dataset results of the experiments of training MLP networks

<table>
<thead>
<tr>
<th>Metric</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td></td>
</tr>
<tr>
<td>AVG</td>
<td>0.97045</td>
</tr>
<tr>
<td>STD</td>
<td>0.00752</td>
</tr>
<tr>
<td>BEST</td>
<td>0.97899</td>
</tr>
<tr>
<td>WORST</td>
<td>0.95378</td>
</tr>
<tr>
<td>ABC</td>
<td></td>
</tr>
<tr>
<td>AVG</td>
<td>0.96891</td>
</tr>
<tr>
<td>STD</td>
<td>0.00793</td>
</tr>
<tr>
<td>BEST</td>
<td>0.98319</td>
</tr>
<tr>
<td>WORST</td>
<td>0.94958</td>
</tr>
<tr>
<td>BAT</td>
<td></td>
</tr>
<tr>
<td>AVG</td>
<td>0.96218</td>
</tr>
<tr>
<td>STD</td>
<td>0.01422</td>
</tr>
<tr>
<td>BEST</td>
<td>0.98319</td>
</tr>
<tr>
<td>WORST</td>
<td>0.92437</td>
</tr>
<tr>
<td>FA</td>
<td></td>
</tr>
<tr>
<td>AVG</td>
<td>0.97311</td>
</tr>
<tr>
<td>STD</td>
<td>0.00324</td>
</tr>
<tr>
<td>BEST</td>
<td>0.97899</td>
</tr>
<tr>
<td>WORST</td>
<td>0.96639</td>
</tr>
<tr>
<td>GA</td>
<td></td>
</tr>
<tr>
<td>AVG</td>
<td>0.95175</td>
</tr>
<tr>
<td>STD</td>
<td>0.01195</td>
</tr>
<tr>
<td>BEST</td>
<td>0.97807</td>
</tr>
<tr>
<td>WORST</td>
<td>0.92982</td>
</tr>
</tbody>
</table>

CONCLUSION

This paper used a well-known and exploited genetic algorithm to locate the ideal values of the MLPs parameters. Based on the training and testing of the entire training system on the breast cancer dataset, it was shown that such a system is as competitive and efficient as the others on which a comparative analysis was performed.
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