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Abstract: 
Artificial intelligence can perform many different tasks in negotiation, reducing 
time and effort on the part of human negotiators. Today there is an increasing 
number of negotiation support systems and automated negotiating agents, 
that can assist human negotiators before and during the process. They can 
serve as simulators and training tools, but also conduct negotiations more 
or less autonomously. The aim of this paper is to review different forms of 
electronic negotiations and current issues in this field.
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1. INTRODUCTION 

Negotiation is an interaction between parties who are trying to agree 
on their opposing interests and find a mutually beneficial outcome. Al-
though negotiation is normally thought of as a human activity, artificial 
intelligence plays an important part in contemporary business negotia-
tion. Negotiation support systems (NSSs) and software agents were de-
veloped not only to help people with repetitive and tiresome tasks, but 
also to help them overcome unchecked emotions and some common 
cognitive errors and biases, such as using shortcuts in decision making, 
selective perception, and framing (making decisions based on positive or 
negative presentation of options). They can be used to train and/or sup-
port human negotiators, to negotiate instead of people, or act as brokers 
between companies [1]. Employing software agents in negotiations can 
generate better results, reduce costs, and cause fewer conflicts [2].

ADVANCED COMPUTING SESSION



Sinteza 2020
submit your manuscript | sinteza.singidunum.ac.rs

Advanced Computing Session

290

SINTEZA 2020
INTERNATIONAL SCIENTIFIC CONFERENCE ON INFORMATION TECHNOLOGY AND DATA RELATED RESEARCH

2.	 ELECTRONIC NEGOTIATION

Electronic negotiation (e-negotiation) can be defined 
as negotiating via electronic means. Different electronic 
devices can be used in the process, from simple chat or 
e-mail, to online negotiation platforms and autonomous 
software agents. E-negotiation can help human nego-
tiators focus on the subject of negotiation, rather than 
personal issues [3]. 

E-mail negotiations
Negotiation over e-mail is ubiquitous in contempo-

rary business. It can save time and costs, but also damage 
trust and obstruct communication, due to the absence of 
nonverbal cues. Especially when communicating cross-
culturally, it is hard to convey the tone of conversation 
and respect the norms of polite behaviour of a differ-
ent culture [4]. The research of Rosette, Brett, Barsness, 
& Lytle [5] on cross-cultural negotiation showed that, 
when negotiating over e-mail, people give less favour-
able opening offers then in traditional negotiation. Typi-
cally, when negotiating via e-mail people become more 
antagonistic and impasses happen more often. Due to a 
faulty sense of anonymity, people become more hostile 
and give more ultimatums. Negotiators need more time 
and effort to build relationship with another party in online 
negotiations. Different studies have demonstrated that 
communication media influence the negotiation process 
and results [6]. 

Another important issue in cross-cultural e-nego-
tiation happens during the pre-negotiation phase. The 
first impressions and agreeing on the communication 
channel to be used in the process affect the relationship 
and the conclusion of negotiation [7]. Sokolova and 
Lapalme [8] discovered that in successful negotiations 
parties tended to use more positive expressions at the 
start. This shows us that the outcome can be predicted 
at the very beginning of negotiation, by analyzing the 
words the parties use.  

Negotiation Support Systems
The Internet facilitated the creation and use of de-

cision and negotiation support systems. The group 
decision support systems (GDSS) were developed 
to facilitate decision making while avoiding “false 
consensus”, that way reaching a politically achiev-
able agreement that will actually be implemented. 
The two main benefits of the GDSS are achieving 
procedural justice and avoiding groupthink [9].  

Participants’ perception of fairness encourages them 
to behave cooperatively and engage in attaining group 
goals. This is especially important in negotiations be-
tween different organizations. Groupthink happens 
when a group exerts extensive pressure on an individual 
to conform to others’ opinions [10]. Groups can then 
easily fall into the trap of ignoring alternatives, due to 
psychological pressure for consensus. Other important 
characteristics of GDSSs are anonymity, face-saving fea-
tures, and productivity, the last being achieved by generat-
ing small-scope agreements at regular intervals. In some 
forced private-public partnerships, GDSSs enable the 
negotiating parties to create additional value together, 
and to go beyond and above their own objectives [9]. 

The earliest negotiation support systems (NSSs) were 
created in the 1980s [11], in order to aid human negotia-
tors during different stages of the negotiation process, 
with the tasks like understanding the issues, deciding on 
reservation price, choosing the preferences and accept-
able alternatives [12]. NSSs can reduce unreasonable be-
haviour of human negotiators, speed up the process, and 
create higher gains for both (all) parties included [13]. 
However, human negotiators still have to administer the 
process themselves [2]. 

Some well-known online NSSs are Pocket Negotiator 
[14], Invite [15], and Smartsettle [16]. They can be employed 
as negotiation simulators, training tools, research tools, and 
support during the process. Some of their versions can be 
used in complex multi-party multi-issue situations. 

Pocket Negotiator will be used as an illustration 
of the use of NNSs. In the preparation phase, the user 
chooses the domain, i.e. real estate, energy, water man-
agement or jobs and then the strategy to be used (e.g. 
Pareto Optimal Concede, Nice Mover, Tough Negotia-
tor, etc.). The user also defines the position and prefer-
ences of the opposing party. In the exploration phase, 
the negotiators get to know each other and build their 
profiles. In both preparation and exploration phases us-
ers identify their interests and preferences. The system 
allows qualitative preference identification, based on 
principled negotiation, created by Harvard Program on 
Negotiation. It supports human negotiators in identify-
ing their preferences, estimating the preferences of the 
other party, during the bidding (bargaining) stage and 
closing the deal. In determining preferences, the user is 
offered advice and given an opportunity to change some 
items (Figure 1). In the bidding phase the negotiating 
parties offer bids to each other and the user gets advice 
related to when to accept a bid from the other side [17]. 
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Figure 1. Pocket Negotiator software, personal preferences 
(exploration phase) [14]

NSSs are employed even in dealing with complicated 
international natural resource conflicts, e.g. demarcating 
the Caspian Sea and its implications to the gas, oil, and 
water exploitation by Russia, Iran, Kazakhstan, Azerbai-
jan and Turkmenistan. The Caspian Sea Negotiation Sup-
port System took into consideration not only established 
rules for dividing the Sea by area, but also fair distribution 
of natural resources between interested parties [18].

Game theory is one of the mechanisms for developing 
NSSs. In game theory the parties choose whether to 
behave cooperatively or competitively, i.e. to care only 
about their own interests or to cooperate with the other 
side to achieve higher mutual gains. Still, in real life situ-
ations this joint reward is not always obvious, due to 
insufficient information. That is why Zandi and Tavana 
[3] applied fuzzy sets to manage this vagueness. Fuzzy 
logic mimics human decision making and can include 
all values between 0 and 1.

Automated Negotiation 
Automated negotiation is a process in which autono-

mous agents interact to reach an agreement. Software 
agents can conduct negotiations on behalf of humans. 
The Diplomat Agent, the Colored Trails Agent, the 
Guessing Heuristic Agent, and the Cliff-Edge Agent are 
some of the well-known automated agents [19]. 

Their usage usually generates lower costs, fewer con-
flicts and higher mutual gains. However, some pieces of 
research had different findings. For example, comparing 
negotiations between humans and between automated 
agents, Filzmoser [20] analyzed three aspects of nego-
tiation outcome: the number of agreements reached,  

individual negotiators’ efficiency, and fairness. The 
study showed that agents reached higher outcomes, but 
they were less fair and with lower mutual gain than 
human negotiators.

The most noticeable difference between automated 
negotiations and traditional negotiations with human 
participants is the number of interactions. While human 
negotiators usually make just several offers and counter-
offers, automated agents interchange hundreds and even 
thousands of bids in a minute [21].

Various methodologies have been used in agent de-
sign, e.g. Gaia [22], MESSAGE [23], Aspecs [24], and 
KEMNAD (A Knowledge Engineering Methodology for 
Negotiating Agent Development). KEMNAD is made 
of a generic knowledge model and different standard-
ized templates that can be used repeatedly. Diverse ne-
gotiation models are created by incorporating different 
templates [25].

A negotiation process between two automated agents 
(A and B) is presented on Figure 2. The setting consists 
of the agents, the negotiation scenario, and the proto-
col. An agent can perform only the actions prescribed 
by the protocol and the scenario. Preference profile 
shows preferred and feasible outcomes for each party. 
The negotiation domain defines the sequence of possible 
outcomes. To come to an agreement, agents must ac-
cept a particular value for each issue. Negotiation time 
is restricted, so that the parties have to accept an offer 
instead of indefinitely waiting for a better deal [21].

 

Figure 2. Overview of wthe defining elements of an automated 
bilateral negotiation [21]

Aydoğan et al. [26] describe two negotiation proto-
cols, called Stacked Alternating Offers Protocol (SAOP) 
and Alternating Multiple Offers Protocol (AMOP). In 
both of them, automated agents take turns in making 
or accepting the bids. The manner of exchange is de-
termined before the negotiation starts. SAOP permits 
agents to make an offer, accept the latest offer or walk 
away. On the contrary, AMOP does not allow walking away. 
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It has a bidding and a voting stage. In both protocols 
(apart from the walking away option in SAOP), negotiation 
ends when the agents come to an agreement or the dead-
line is past. In their empirical research, SAOP was better 
than AMOP with the same kind of agents.  

One of the focal points of agent development is the 
so-called opponent modeling, i.e. learning about the op-
ponent. Agents get information about the other party 
from their bidding sequence and communication in 
general [27]. The agent has to assess the other party’s 
preferences and possible strategy. The opponent mod-
eling techniques can be applied to various negotiation 
protocols. Different protocols may vary in the domain 
configuration, accessible information, the number of 
agents, interaction between issues, etc. [21]. 

Different learning methods can be used in automat-
ed negotiation. Bayesian Learning is the most famous 
probabilistic approach in opponent modeling. It is nor-
mally applied to determine the most probable hypoth-
esis out of a given set of hypotheses. Usually a finite set 
is assumed [21]. One of the latest is RLBOA, a modular 
reinforcement learning framework. It is based on trial-
and-error learning, where software gets rewards and 
penalties for its activities [28].

Automated negotiating agents are developed for 
specific use in particular scenarios, which makes it dif-
ficult to compare their effectiveness. The Automated 
Negotiating Agents Competition (ANAC) is an annual 
event (since 2010) for evaluation and comparison of 
automated agents [29]. The competition is carried out 
within the GENIUS environment (General Environ-
ment for Negotiation with Intelligent multi-purpose 
Usage Simulation), developed by Lin and Kraus [30]. 
The competition challenges researchers and develop-
ers to create automated agents to compete in scenarios 
with limited information about the opposing party. This 
competition brought about important advances in agent 
development.  

Because human-agent and human-human nego-
tiation are very different, a separate Human-Agent 
Negotiation League was established within ANAC in 
2017 [27]. This contest is carried out on the IAGO Ne-
gotiation platform, designed by Mell and Gratch [31]. 
IAGO (Figure 3) produces a graphical user interface 
for human negotiators. IAGO’s characteristics enable 
agents to simulate human communication, such as us-
ing different communication media. Several automated 
agents that participate in this competition use emo-
tion to influence the other party, like positive emotions 
for building rapport, or negative to get concessions.  

Some of them also lie and deceive the other party. Some 
automated agents can be programmed to show some 
other human characteristics, such as warmth, or to be-
have irrationally or vindictively [32]. Then it becomes 
hard for human negotiators to tell if their opposing 
party is a human or a computer. However, when they 
know who they negotiate with, people behave different-
ly towards agents and people. The research of de Melo, 
Marsella, and Gratch [33] showed that people give better 
offers to humans than to agents who negotiate instead 
of humans.

 

Figure 3. IAGO Research Platform, Client view [27]

3.	 SOME POTENTIAL PROBLEMS IN 
E-NEGOTIATIONS
One of the challenges of e-negotiations is creating a 

fully autonomous agent, capable of negotiating in any 
setting, in any area. Contemporary agents are mostly 
developed with specific type of problems in mind and 
for specific domains. Truly autonomous agents should 
be able to work with limited information, as is the case 
with face-to-face negotiation between humans.

Automation is closely related to another challenge, 
which is expressing preferences by human users. Some-
times people are unwilling or unable to state their pref-
erences when using a NSS, because there are simply too 
many questions to go through. This issue can be solved 
by the system requesting preferences gradually, during 
the course of the negotiation process, rather than all at 
the beginning. Another issue is trust, which is hard to 
build even in face-to-face negotiation between humans 
[34].  There is also the problem of accidentally sending 
meta-data to the other party, which could contain con-
fidential information.
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4.	 CONCLUSION

Artificial intelligence can help human negotiators 
with many elements of negotiation process, such as the 
analysis of preferences and viable alternatives. It can also 
serve as a training tool or conduct negotiation on behalf 
of humans. The synergy between a man and a machine 
can help humans with laborious tasks, while avoiding 
cognitive errors and unchecked emotions. 

There are still many technical matters that have to be 
resolved before artificial intelligence can be universally 
used in real-life negotiations. Successful software agents 
should be able to negotiate with different people in dif-
ferent negotiation settings. Trust and emotions are still 
key factors when humans are involved in negotiations. 
Automated agents can be programmed to behave like 
human beings, to show anger and kindness. But do we 
really want that?
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F. Ren, R. Aydoğan, and R. Hadfi,  Eds, Modern 
Approaches to Agent-based Complex Automated 
Negotiation, pp. 153-167, 2017. Cham: Springer 
International Publishing AG. doi: 10.1007/978-3-
319-51563-2_10

[27]	 J. Mell, J. Gratch, T. Baarslag, R. Aydoğan, R. and C. 
Jonker, “Results of the first annual Human-Agent 
League of the Automated Negotiating Agents 

Competition,” in Proceedings of the International 
Conference on Intelligent Virtual Agents (IVA ’18). 
Sydney, NSW, Australia: DBLP Computer Science 
Bibliography, 2018. doi: 10.1145/3267851.3267907

[28]	 J. Bakker, A. Hammond, D. Bloembergen, and T. 
Baarslag, “RLBOA: A modular reinforcement learn-
ing framework for autonomous negotiating agents,” 
in Proceedings of the 18th International Conference 
on Autonomous Agents and Multiagent Systems 
(AAMAS 2019), N. Agmon, M. E. Taylor, E. Elkind, 
and M. Veloso, Eds., Montreal, Canada: IFAAMAS, 
2019.

[29]	 C. Jonker, R. Aydoğan, T. Baarslag, K. Fujita, T. Ito, 
and K. Hindiks, “Automated Negotiating Agents 
Competition (ANAC),” in Proceedings of the Thir-
ty-First AAAI Conference on Artificial Intelligence 
(AAAI-17), San Francisco, CA, pp. 5070-5072, 
2017.

[30]	 R. Lin and S. Kraus, “From research to practice: 
Automated negotiations with people,” in A. Krüger 
and T. Kuflik, Eds., Ubiquitous Display Environ-
ments, pp. 195-212. Berlin Heidelberg: Springer-
Verlag, 2012.

[31]	 J. Mell and J. Gratch, “IAGO: interactive arbitra-
tion guide online,” in Proceedings of the 2016 In-
ternational Conference on Autonomous Agents & 
Multiagent Systems. Singapore: International Founda-
tion for Autonomous Agents and Multiagent Systems, 
2016.

[32]	 P. Prajod, M. Al Owayyed, T. Rietveld, J. van der 
Steeg, and J. Broekens, “The effect of virtual agent 
warmth on human-agent negotiation,” in Proceed-
ings of the 18th International Conference on Au-
tonomous Agents and Multiagent Systems (AAMAS 
2019), N. Agmon, M. E. Taylor, E. Elkind, & M. 
Veloso (Eds.). Montreal, Canada: IFAAMAS, 2019.

[33]	 C.M. de Melo, S. Marsella, and J. Gratch, “Do as I 
say, not as I do: Challenges in delegating decisions 
to automated agents,” in Proceedings of the 2016 
International Conference on Autonomous Agents 
& Multiagent Systems. Singapore: International 
Foundation for Autonomous Agents and Multiagent 
Systems, 2016.

[34]	 T. Baarslag, M. Kaisers, E. Gerding, C. Jonker, and 
J. Gratch, “When will negotiation agents be able to 
represent us? The Challenges and Opportunities for 
Autonomous Negotiators,” in Proceedings of the 
Twenty-Sixth International Joint Conference on 
Artificial Intelligence (IJCAI-17). Melbourne, 
Australia: DBLP Computer Science Bibliography, 
2017.


