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Abstract:

In this paper, we consider cyclic codes and their extensions: quasi-cyclic
codes and double cyclic codes. We show how their generator matrices can
be obtained. The obtained results are illustrated by examples.
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1. INTRODUCTION

Let m and n be positive integer numbers, F be a field of characteristic
0 or its characteristic is coprime to #, and @ is a primitive #n-th root of
unity.

First, we give the definition of a circulant matrix.

Definition 1. (A circulant matrix) ([1]) A #n x n matrix C[c(x)] over
the field F is called a circulant matrix associated with the polynomial

n—1
c(x)= ZCixi, (1)
i=0

if C[e(x)] has the following form:

C 6 Co
c c c
Cle)]= " 7° Pl ()
¢ G Co

As we can see, the matrix C [c(x)] of the form (2) has the following
property: the second row of the matrix C [c(x)] is the right cyclic shift of
its first row, the third row of the matrix C [c(x)] is the right cyclic shift
of its second row and so on. Namely, the i-th row of the matrix C [c(x)]
is the right cyclic shift of its (i -1)-th row. Thus, the matrix C [c(x)] of
the form (2) is completely determined by its first row. Circulant matrices
have a very wide applications in numerical analysis, cryptography and
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coding theory. In this paper, we present their applica-
tions in coding theory. It should be also pointed out
that circulant matrices belong to the class of Toeplitz
matrices - matrices having constant diagonals. More in-
formation about Toeplitz matrices can be found in the
following papers: [2] and  [3].

Example 1. Let ¢(x) =1—x. Then,
I -1
C = 0
[o)] L | }

Example 2. Let ¢(x) =3+ x+2x’. Then,

Cle)]=

— O N W
S N W =
N W = O
W = O N

The following definition is a generalization of Defini-
tion 1.

Definition 2. (A generalized circulant matrix) A
mxn matrix C,, [c(x)] over the field F is called a gen-
eralized circulant matrix associated with the polynomial
(1)if C,[e(x)] has the following form:

Co G n-1
C -1 CO ... C 2

C,le]=| ™ Lo 3)
Cn—m+1 cn—m+2 t cn—m

where all the subscripts j of ¢; are modulo n. ¢

Remark 1. A generalized circulant matrix becomes a
circulant matrix provided that m = n . V¥

Example 3. Let ¢(x) =1—x and m =4. Then,

1 -1
-1 1
Cg[c(x)]: L 0

-1 1

Example 4. Let ¢(x)=3+x+2x" and m =3. Then,

N W =

W = O

==l \]
>

3
C,le(n)]=]2
0
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Let us recall that @ is a primitive n-th root of unity.

Theorem 1. ([1], [4]) The eigenvalues of the matrix
C [c(x)] are:

A, (Cle()) =c(@’), j=0,n-1, (4)

and the eigenvectors of the matrix C [c(x)] are:

vn(a)j):[l o’ w(n—l)_/]T’ j=0,n—1, (5

where [ ]T is the symbol for the transpose of a matrix. v

Therefore,

Cle@)]v, (@) =c(@’) v, (@), j=0,n—-1. (6)

Similar to the equality (6) (in relation to a circulant
matrix), it can be obtained the following equality (in re-
lation to a generalized circulant matrix):

C le)]v, (@) =c(@”) v, (&), j=0,n-1 (7)

Using the previous equality, it can be obtained the
following equality:

C le]®,, (@)=

} (8)
©,, . (®) diag(c(l),c(w),...,c(@"™))>

where diag(c(l),c(w),...,c(w"")) is a diagonal nxn
matrix with the elements c(w’), j=0,n—1, on the

main diagonal, @ (o) is the nxn Fourier matrix i.e.

a)(nfl)(nfl)

and @, (o) isits mxn generalization.

Remark 2. Let r =min{m,n}. Any k x k submatix
of the matrix @, (@) formed by its first k rows, where
k is a positive integer number such that k£ <r,isa Van-
dermonde matrix ([5], a French mathematician, musi-

cian and chemist Alexandre-Théophile Vandermonde)

formed by k different elements, therefore it is a non-
degenerate matrix. From that, we conclude that the rank
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of the matrix @ (w) is equal to rand the first r rows of
the matrix @ (w) are linearly independent. ¥

As we stated at the beginning of the paper, m and
n are positive integer numbers and @ is any primitive
n-th root of unity. Let n' be also a positive integer num-
ber, @' be any primitive n'-th root of unity and F be
a field of characteristic 0 or its characteristic is coprime
to both nand n'.

Let C, [¢(x)]and C, [c'(x)] be generalized circulant
matrices associated, respectively, with the polynomials:

n—l1 n-l .
c(x) =) ¢;x"and ¢'(x) = Zc;x’. (10)
i=0 J=0

Definition 3. (A double circulant matrix) A mx (n + n')
matrix C, [c(x), c'(x)] over the field F is called a double
circulant matrix associated with the polynomials (10) if
C, [c(x), C'(x)] has the following form:

C,leto.c]=c,le@] [c, ] . ¢ (11)

Example 5. Let F be the field of complex numbers,
n=3,n"=2, c(x)=1-2x—x" and ¢'(x) = —1+2x.

Then, for m=6,

1 -2 -1 -1 2]

-1 1 -2 2 -1

, -2 -1 1 -1 2
Cle.eml= = o 5 |0

-1 1 -2 -1 2

-2 -1 1 2 -1

Example 6. Let F be the field of complex numbers,
n=4,n=2, c(x)=1-2x-x"and ¢'(x) =—1+2x.
Then, for m=35,

C,[e(x),c'(x)] =

S O O O O

S O O O

-1 2
11
-8 1
11
0 0
0 0]

From that, we conclude that the matrix C, [e(x) ¢'(x)]
has rank 4, and its first 4 rows are linearly independent. ¥

Remark 4. (in relation to Example 6.) Using the
elementary operations to the matrix C, [c(x) c’(x)] , we

1 -2 -1 0 -1 2]
0 1 -2 -1 2 -1
Cle(x).c]=|-1 0 1 -2 -1 2
-2 -1 0 1 2 -1
1 -2 -1 0 -1 2]

Remark 3. (in relation to Example 5.) Using the
elementary operations to the matrix C, [c(x),c'(x)], we

obtain:
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obtain:
1 -2 -1 0 -1 2]
0 1 -2 -1 2 -1
Cole(x),c]=[0 0 -2 -2 1 1
00 0 2 1 =2
00 0 0 0 O]

From that, we conclude that the matrix Cg [c(x), c'(x)]
has rank 4, and its first 4 rows are linearly independent.
v

2. CYCLIC CODES AND THEIR GENERATOR
MATRICES

In this section, we consider cyclic codes and show
how their_generator matrices can be obtained.

In coding theory:

¢ any (¢,,c,,...,c,,) € F", where Fis a finite field
whose characteristic is coprime to n, is called a
word over F,

+ any subspace Cof F" is called a linear code over F,

+ the words in C are called code words,

o if (CO,O’CO,I"“’CO,n—l) > (CI,O’cl,l""’cl,n—l)’ cee
(Cy_105Cr i1+ ++>Cy 1,y ) 8 @ Dasis of the linear code
C, then the » x n matrix

Coo  Cou Co,n-1
C - Clo Cia Clna
g | . : (12)
_Cr—l,O cr—l,l Cr—l,n—l B

is called a generator matrix of the linear code C.
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The generator matrices are useful for encoding and

decoding.

Letus consider the quotientring £, [ X]= F[X]/ <x” - 1>
and point out that any polynomial f(x)=Y fx' € F,[X]
can be identified with a word (f,,f;: %, f,,) e F".
Therefore, any ideal C of F,[X] can be observed as a
linear code over F, called a cyclic code over F. Thus, any

polynomial ¢(x) = ) c,x' generates a cyclic code:
i=0
Coiy = Y (De)mod(x” ~D|f(x) e Flx]l  (13)

It is easy to see that the row vectors of the matrix (2)
generate the linear code (13).

Remark 5. (in relation to the matrix (2)) In the gen-
eral case, the row vectors of the matrix (2) are linearly
dependent, so the matrix (2), in the general case, is not
a generator matrix of a cyclic code (13). ¥

In the paper [6] the authors proved the following
theorem (in relation to a generalized circulant matrix).
Before we present the result from the paper [6], let us
mention that the degree of a polynomial f(x) is denot-
ed by deg f(x).

Theorem 2. (Theorem 2.4. [6]) Let Cg [c(x)]
be the matrix of the form (3), d = degd(x), where
d(x) = ged(c(x),x" —1) and » = min{m, n —d | Then, the
rank of the matrix C, [c(x)]] is equal to r and the first
r rows of the matrix C, [C(x)

Proof. Thematrix @, (@) diag(c(l),c(w),...,c(o"™))
has exactly n—d non-zero columns because there are
exactly d indexes j (j =0,n—-1) such that c(@’) = 0.
Suppose that j,,(t =1,n—d) are the indexes such that
c(@” ) # 0. Then, the rank of the matrix C,[e)]
@, , (o) is equal to the rank of the following matrix:

are linearly independent.

D, , (@) diag(c(w™),...,c(@’ ")) (14)
where
1 1
o' ... o
qDm,n—d (0)) = : .. : . (15)
a)jl (m-1) a)jn a(m=1)

Similar to Remark 2, we conclude that the rank of the
matrix (15) is equal to » = min{m, n—d } and the first r
rows of the matrix (15) are linearly independent. Since

the matrix diag(c(w”),...,c(w’)) is non-degenerate,
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it follows that the rank of the matrix (14) is equal to r
and the first r rows of the matrix (14) are linearly in-
dependent. Therefore, based on (8), it follows that the
rank of the matrix C, [c(0)]D,., (@) is equal to r and the
first r rows of the matrix C, [c(x)] D
independent. Bearing in mind that the matrix (9) is a

en (@) are linearly
non-degenerate, it follows that the rank of the matrix
C, [c(x)] is equal to r and the first r rows of the matrix
C,[e(x)] are linearly independent. v

Remark 6. If follows, based on Theorem 2, that the
first  =n—degged(c(x),x" —1) rows of the matrix
C [c(x)] form a basis of the cyclic code C,,,. ¥

Therefore, based on Remark 6, we obtain the follow-
ing results:

For Example 3, Since ¢(x)=1-x ie. n = 2, it fol-
lows that d =deggcd(1—x,x* —1)=deg(x—1)=1 .
So, r=n-d =1 i.e. the generator matrix of C,, is

c, =1 -1]. ¢ (16)

For Example 4, Since ¢(x) =3+ x+2x’i.e.n = 4,itfol-
lows that ¢ = deg gcd(3 + x + 2x°, x* —1) =deg(x +1) =1
.So, r =n—d =3 i.e. the generator matrix of C, isin

this case, the same as C Tc(x)] Thus,

(17)

g

3
C,=|2
0

N W =

w - O

—_ O N
<

In coding theory, the question:

Whether or not the cyclic codes are asymptotically
good?
is still open. ([7])

In the paper [8], Berman proved that cyclic codes
are asymptotically bad if only finitely many primes are
involved in the lengths of the codes.

Now, we consider the matrix C, [c( x),c'( x)] of the form
(11) i.e. a double circulant matrix associated with the
polynomials (10) and give the answer how to determine
the rank of that matrix.

Similar to the equality (7), it can be obtained the fol-
lowing equalities:

v, (@)

n’xl

C,[c(x), c(x)][ }—c(wi)v,n(a)i), i=0,n—1, (18)

[c(x) c (x)]{ } =c'(@" ), (@), j=0,n"~1(19)

/j)
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Also, similar to the equality (8), using the equalities
(18) and (19), it can be obtained the following equality:

Ce.c 0} diag(®, ,(@). 0, (@)=P,,,,, (@.0)
diag(c(l), C(CO), . C((()n_l ), c'(])’ C'(a)'), s C'(a)'”’_l )) '

Similar to Theorem 2, using the previous equality,
in the paper [6], the authors also proved the following
theorem.

Theorem 3. (Theorem 3.6. [6]) Let C, [c(x),c'(x)] be
the matrix of the form (11), / = ged(n,n"),

d = dog 224, ~1) ged(@(),x" D' =D (5y)
ged(e(x)c'(x), x = 1)

and r= min{m,n +n' —d}. Then, the rank of the matrix
C, [e(x),¢'(x)] is equal to r and the first r rows of the
matrix C, [c(x) ¢(x)] are linearly independent. v

In the next section, we extend the definition of the
cyclic codes.

3. THE QUASI-CYCLIC CODES OF INDEX 11

Let n be a positive integer number and F be a finite
field whose characteristic is coprime to n. Let us recall
that the quotient ring F[X] /<x" - 1> is denoted by
F[x].

The product

F[X]xF [X] (22)

is a free F, [X] - modul of rank 2 and any F, [X] - sub-
module C of (22) is called a quasi-cyclic code of index 2.
In general, any F,[X]-submodule C of the free F [X]
- modul of rank m is said to be a quasi-cyclic code of

index m.

Remark 7. Cyclic codes are just quasi-cyclic codes of
index1. ¥

In the paper [9], C. L. Chen, W. W. Peterson and E.
J. Weldon showed that the quasi-cyclic codes of index 2
are asymptotically good. Moreover, for any integer m >
1, the quasi-cyclic codes of index m are asymptotically
good (see [10] and [11]) .

In the paper [6] (see also [12]), Yun Fan and Hua-
lu Liu considered the quasi-cyclic codes of index 15
Namely, they considered, provided that # is a positive
even integer number, the following F, [X ] - modul:
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F,[x]xF,[x] (23)

Any submodule C of F, [X ] - modul (23) is called
a quasi-cyclic code of index 15

Let

2]

n—1 5 .
c(x)= Zcix’ and ¢'(x) = chxf ) (24)
i=0 j=0

Then, any element ( ¢(x),c’(x) ) of the modul (23)
generates a quasi-cyclic code C_ )
which is called a quasi-cyclic code of index 14 gener-

ated by (c(x),c'(x) ). Namely,

of index 14

(f (¥)e(x) mod(x" 1), f (x)c'(x)

n (25)
mod(x> —1))| £ (x) € F[x]

(@)

The question is:
How to get a generator matrix of C, ) (,)?

Namely, the nx (n + g) matrix:

- -
¢ G ¢, ¢ ¢ <
2
’
G G Gz G G €y
2
’ _ ’ ' '
C, [c(x),c(x)]— €y Cuy v G GG G (26)
2
’ ’ ’
€ Gy e G GG
2 2 2
la o ¢ ¢ c ¢ |

is a double circulant matrix associated with the polyno-
mials (24).

Remark 8. (in relation to the matrix (26)) In the gen-
eral case, the row vectors of the matrix (26) are linearly
dependent. So, in the general case, the matrix (26) is not
a generator matrix of the quasi-cyclic code (25). ¥

Before we continue, let us recall that # is a positive
even integer number and F is a finite field whose char-
acteristic is coprime to n.

In relation to the matrix Cg [c( x),c'( x)] of the form
(26), in the paper [6], the authors proved the following
theorem.

Theorem 4. Theorem 4.1. [6]) Let C,[c(x),c'(x)]
be the matrix of the folrm (26), d, = ged(c(x),x2 +1)
and d, = ged(c(x),c'(x),x2 —1) . Then, the rank of the
matrix C, [c(x),c’(x)] is equal to r=n-deg(d,-d,)
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and the first r rows of the matrix Cg [c(x),c’(x)] are
linearly independent i.e. the first r rows of the matrix
C, [c(x),c'(x)] form a generator matrix of the quasi-
cyclic code (25). Vv

The following example illustrates the result of Theo-
rem 4.

Example7. Let F=Z,n = 6, c(x) =c'(x) =1+ x+x°

Then,
1 1. 1.0 0 01 1 1]
01 11001171
Cg[c(x)c,(x)]2001110111,
000111111
100011111
11000 1 1 1 1]
Since,

d=ged(l+x+x>,x> +1)=1

and

d, =gcd(l+x+x" 1+ x+x>,x —1)=1+x+x>,
it follows that

r=6—deg(l+x+x’)=4.

Therefore,

1 1 1.0 0 01 1 1]
01 1 1 0 01T171

C =

€10 01110111
000 1 1 1 11 1]

is a generator matrix of the quasi-cyclic code

: 1
1+x+x2, l+x+x2 of index 12 . <>

4. DOUBLE CYCLIC CODES

In this section, n and n'are positive integer numbers
and F is a field whose characteristic is coprime to both
nand n'.
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Now, we consider the product:
F[X]xF,[Xx] (27)

asan F[X]- module. Any F[X] - submodule C of that
modul is called a double cyclic code.

Remark 9. (in relation to the product (27)) Let us
point out that the product (27) is neither an F [X] -
module nor an F,[X] - module. Namely, the prod-
uct (27) can be viewed as F, [X ] - module, where
k=Iem(n,n").

Let c(x) and c¢'(x) be polynomials (10) and
C, [¢(x),¢'(x)] be the matrix of the form (11). Then,
any element (¢(x),c’(x)) of the modul (27) generates
a double cyclic code C,,, +(,, Which s called a double
cyclic generated by (¢(x),¢'(x) ). Namely,

(f (¥)e(x) mod(x" 1), £ (x)c'(x) mod
c(x).e(x) w . (28)
(" =D)|f(x) e F[x]

The question is:

How to get a generator matrix of Cc(x) )t

From Theorem 3, it can be proved the following
theorem.

Theorem 5. (Theorem 4.3. [6]) Let k = lem(n,n") and
C, [c(x),c(x)] be the kx (n + n') matrix of the form (11).
Let [ = ged(n,n'),

d =deg ged(e(x),x" ~1) ng(C'(x); X -’ 1) (29)
ged(e(x)c'(x),x" =1)

and r=n+n'—d. Then, the rank of the matrix
C, [c(x),c'(x)] is equal to  and the first r rows of the ma-
trix C, [c(x),c'(x)] are linearly independent. v

The following example illustrates the result of Theo-
rem 5.

Example8. Let F=Z,n = 3,0 = 2, c(x)=—x+ x?
and '(x)=-1+x. Thenk=Icm(3,2)=6 and
[=gcd(3,2)=1;
ged(—x +x%, x> =) =x—1 ;
ged(—1+x,x> —1) = x —1land
ged((—x+x*)(=1+x),x—-1)=x—1 ie.

d=deg(x*-1)=2.

So, based on Theorem 5, the rank of the following
double circulant matrix
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C, [c(x), c’(x)] =

is r =3+2—2=3 i.e. the first 3 rows of C, [c(x),c'(x)]
are linearly independent. Thus, the first 3 rows of
c, [¢(x),¢'(x)] form a ge.nerator matrix of the double
ie.

cycliccode C__

+x? , —l+x

is a generator matrix of the double cyclic code

0

—x+x2, —14+x°
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