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Abstract: 
As load forecasting nowadays is a crucial and integral part of the energy 
production procedures a large number of forecasting methods has been pro-
posed to address it. However, although there are many forecasting methods 
which take into account the advances in information, metering and control 
technologies in order to address the challenges of forecasting problems, the 
accuracy and  efficiency levels required for each type of applications are yet 
to be determined. Technologies such as machine learning techniques have 
been proven useful for short-term electricity load forecasting especially in 
microgrids where a large variety of data should be included in the energy 
consumption prognosis. In this paper, we present an overview of the main 
machine learning algorithms applied to electricity load datasets for short-term 
forecasting such as Support Vector Machines (SVM), k-Nearest Neighbors 
(kNN), Random Forest and Artificial Neural Networks (ANN) and compare 
their performance efficiency, capabilities and limitations.
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1. INTRODUCTION

Th e penetration of distributed and renewable generation is increas-
ingly growing and new systems such as microgrids are being implement-
ed in the distribution network. Th is decentralized structure poses new 
challenges for reliable and quality services of the electricity distribution 
network and entities. In order to cope with these challenges tools such as 
short-term load forecasting have become important aspects of the deci-
sion making process for purchasing, selling as well as generating electric 
power, demand side management, and infrastructure development.

Accurate models for electric power load forecasting are essential to 
the operation and planning of microgrids, especially given the deregula-
tion of the electricity market and the anticipated price fl uctuations in all 
four markets of the target model. Novel techniques and models are tak-
ing advantage of the advances in artifi cial intelligence algorithms which 
allow for faster convergence, manipulating big data sets and solving more 
complex problems.
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Algorithms that use available data for the training 
of a model, where the underlying system is more or less 
treated as a black box, are usually grouped under the 
term machine learning. Arthur Samuel was the one who 
coined the term ‘’Machine Learning’’ in 1959, defi ning 
it as “the ability to learn without being explicitly pro-
grammed.” Machine Learning, at its most basic form, 
is the practice of using algorithms to parse data, learn 
from them, and then make a determination or predic-
tion about something in the world.

Many of the recent advances in smart devices are the 
result of deep learning, a subset of machine learning that 
uses layers of neural networks with which it is able to 
develop computer models that are roughly based on the 
structure of the human brain neurons. When machine 
learning systems are combined with big data they pro-
vide new capabilities and emerging technologies [1].

So instead of hard coding soft ware routines with 
specifi c instructions to accomplish a particular task, 
machine learning is a way of “training” an algorithm to 
learn by itself. “Training” involves feeding huge amounts 
of data to the algorithm and allowing the algorithm to 
adjust itself and improve to perform a given task better 
and more quickly than expert humans [2], [1]. 

Machine learning is being used extensively in many 
problems where big amounts of data are generated, such 
as weather forecasting. In this work we focus on the 
electrical load. Long and midterm forecasting has been 
used for years by all electricity companies using more 
conventional algorithms, such as linear regression [3] 
and econometric models [4] with acceptable accuracy. 
Th e transition to the smart grid and the emergence of 
microgrids and distributed generation and storage is re-
stating the forecasting problem and setting new require-
ments. Th e amount of data generated by the new grid 
architecture increases dramatically due to distributed 
generation, smart meters, electrical vehicles, and cannot 
be handled effi  ciently by conventional algorithms. Algo-
rithms that are able to classify these data and use them 
to train systems are required [5]. For the management of 
microgrids, the short term forecasting problem needs to 
be solved. In order to attain high accuracy levels, access 
to a large amount of data such as the day of the week, 
the month of the year, the respective days and months 
of past years along with past and future environmental 
data are required. 

Th is paper aims to establish the state of the art and 
investigate the latest trends and open challenges  in 
short term forecasting for microgrids. In the follow-
ing sections, we will present briefl y the main families of 

algorithms used in these problems, such as support vec-
tor machines (SVM), k-Nearest Neighbors (kNN), Ran-
dom Forest and artifi cial neural networks (ANN), and 
their performance with respect to the given problem.  

2. MACHINE LEARNING

A more precise formalism regarding machine 
learning was given by Tom Michell in his book “Ma-
chine Learning” that has been repeated a lot since 
then:“Machine Learning is the process which, a com-
puter program is said to learn from experience E with 
respect to some class of tasks T and performance meas-
ure P, if its performance at tasks in T, as measured by P, 
improves with experience E.” [6]

Based on this defi nition it is easy to say that machine 
learning is closely related to computational statistics, 
which also focuses on prediction making through the 
use of computers and has strong ties to mathematical 
optimization, which delivers methods, theory and ap-
plication domains to the fi eld. Machine learning tasks  
may be classifi ed into three broad categories, namely su-
pervised, unsupervised and semi-supervised, depending 
on whether they use labeled or unlabeled data or both. 
Unlabeled data usually consist of samples artifacts that 
are created either naturally or by humans and can be 
obtained readily through sensors. On the other hand, 
labeled data typically takes a set of unlabeled data and 
augments each piece of that unlabeled data with some 
sort of meaningful “tag,” “label,” or “class” that is some-
how informative or desirable to know. Aft er obtaining a 
labeled dataset, machine learning models can be applied 
to the data so that new unlabeled data can be presented 
to the model and a likely label can be guessed or pre-
dicted for that piece of unlabeled data.

Supervised learning 

Th e training data consist of a set of training ex-
amples. Each example is a pair consisting of an input 
object (typically a vector) and a desired output value 
(also called the supervisory signal). A supervised learn-
ing algorithm analyzes the training data and produces 
an inferred function, which can be used for mapping 
new examples. More specifi cally, a supervised learning 
algorithm takes a known set of input data and known 
responses to the data (output), and divides them into 
two sets, one called training set and one called test 
set. Th e observations in the training set comprise the 
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experience that the algorithm uses to learn. Th e test 
set is a similar collection of observations that is used to 
evaluate the performance of the model [7]. For example, 
a forecasting model could use the past data on the en-
ergy consumption of a building to create two sets, one 
for training and one for testing, use the fi rst to train the 
algorithm to predict the future consumptions and then 
compare its results against the second set.

Some of the algorithms that have been used in su-
pervised learning techniques for load forecasting are 
the Decision Trees, k-Nearest Neighbors (kNN), Naïve 
Bayes and Support Vector Regression (SVR).

Unsupervised learning 

Unsupervised learning can be described as learning 
without a master. Th e algorithm is “left  on its own” to 
determine the underlying structure or an input-output 
relationship using unlabeled data training sets. Th ere is 
no feedback based on the prediction results, no error 
or reward signals are issued to evaluate a potential so-
lution. Th e algorithms must recognize patterns or dis-
cover relationships between groups of input data [6]. 
Unsupervised learning uses procedures that attempt to 
fi nd natural partitions of patterns as it does not always 
know what it is searching for, but can independently 
sort data and fi nd compelling patterns. For example, an 
unsupervised load forecasting algorithm based on the 
association feature should be able to generate a pattern 
able to detect that the energy consumption at a given 
home is increased in the morning hours but is decreased 
during the evening and aft ernoon hours.

Some of the algorithms that are mostly used in unsu-
pervised learning load forecasting are the K-Mean, the 
k-Nearest Neighbors (kNN) and the Neural Networks.

Semi-Supervised learning 

Between supervised and unsupervised learning, 
there exists the semi-supervised learning. In this case, 
algorithms are trained on a combination of labeled and 
unlabeled data which means that the computer is pro-
vided with an incomplete training set in which some of 
the target outputs are missing. Semi-supervised learn-
ing is useful for various reasons. First, the process of 
labeling massive amounts of data for supervised learning 
is oft en prohibitively time-consuming and expensive. 
What’s more, too much labeling can introduce human 
biases on the model. Th at means that including lots of 

unlabeled data during the training process actually tends 
to improve the accuracy of the fi nal model while reduc-
ing the time and cost spent building it [6], [7].

Another categorization of machine learning tasks is 
by the desired output. If the output of the model is a 
class then it is a classifi cation problem, if it is a number 
then it is a regression problem and if it is a set of input 
groups, it’s a clustering problem.

In classifi cation, inputs are divided into two or more 
classes, and the learner must produce a model that as-
signs unknown inputs to one or more (multi-label clas-
sifi cation) of these classes. Th is is typically accomplished 
using  supervised learning algorithms. In regression, 
which is also a supervised problem, the outputs are con-
tinuous rather than discrete and in clustering, a set of 
inputs is to be divided into groups. Unlike classifi cation, 
the groups are not known beforehand, making this typi-
cally an unsupervised task.

3. LOAD FORECASTING MACHINE LEARNING 
ALGORITHMS

Electrical load forecasting algorithms are needed for 
prediction of the energy demand for the day ahead, a 
few weeks up to a year or a period of over a year. Tradi-
tional clustering and forecasting methods cannot have 
direct application to microgrids as the required power 
load is not only several times smaller than in region-
wide areas, but also its curve presents a much higher 
volatility making the development of new techniques 
that deal with the higher uncertainty of the load behav-
ior necessary [5].

In existing literature, a wild variety of algorithms 
have been designed to solve specifi c load forecasting 
problems with diff erent levels of success. In the con-
ventional grid, which was developed based on the ver-
tically integrated state-owned electricity companies, 
forecasting was used for long – and midterm forecast-
ing for economic operation and planning.  Th e increas-
ing penetration of renewable energy sources (RES), the 
interconnections between countries, cross-border elec-
tricity trading and wholesale energy trading created the 
need for next-day forecasting. Power companies have 
traditionally used simple forecasting models, like linear 
regression [3] and econometric models [4]. Nowadays, 
multiple regression models are used for very large sys-
tems [8], [9], large metropolitan areas [10], or small 
areas [11]. Artifi cial intelligence techniques have also 
been applied to energy forecasting using either neural 
networks [12], [13], or fuzzy logic [14], [15], [16]. 
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Lately, eff orts concentrate on unsupervised learning 
neural networks such as Self Organizing Maps (SOMs) 
[17] - [18], on Neural Networks [19] or on hybrid sys-
tems that combine both Self Organizing maps (SOMs) 
and algorithms such as support vector machines (SVMs) 
[20] or k-nearest Neighbors algorithm (k-NN) [5].

In the next section we focus on short and very short 
- term forecasting which is of interest for microgrids. 
Short term load forecasting (STLF) refers to a time ho-
rizon of one day or even less while the very short-term 
load forecasting (VSTLF) refers to a time horizon of one 
minute or less. 

Table 1. Cycle updates & time horizons of load forecasting

Cycle Update Horizon

VSTLF >= 1 Minute 1 day

STLF 1 Day 2 weeks

MTLF 1 Month 3 Years

LTLF 3 Years 30 Years

Table II summarizes the diff erent time horizons of 
forecasting techniques with respect to diff erent applica-
tions related to operations of the power grid.  

Table 2. Applications of electric load forecasting

VSTLF STLF MTLF LTLF

Purchase and 
producion of
electric power

✓ ✓ ✓ ✓

Transmittion, 
transfer and
distribution of 
electric power

✓ ✓ ✓

Management 
and maintance 
of electric power 
sources

✓ ✓

Management of 
the daily electric 
load demand

✓ ✓ ✓ ✓

Financial and 
marketing plan-
ning

✓ ✓

Long-term and medium-term forecasting despite the 
fact that they are not being used in microgrids because 
the forecast horizon in microgrids varies only from 1 

day to 1 minute, still, they are quite important for other 
tasks. Long term energy forecasting is important for 
planning and expanding the power grid while midterm 
power and energy forecasting is needed for scheduling 
the fuel supplies, electrical energy imports/exports and 
the rational exploitation of the water reserves for opti-
mal hydrothermal scheduling. Th erefore, a wide range 
of models have been designed for these two forecast pe-
riods. For instance, an application based on fuzzy logic 
was developed for midterm forecasting which trans-
formed the candidate input variables to diff erences 
or relative diff erences and selected the one to be used 
through correlation analysis [15]. 

4. SHORT-TERM & VERY SHORT-TERM 
FORECASTING

Support Vector Machine

Support Vector Machine (SVM) is a supervised ma-
chine learning algorithm which can be used for both 
classifi cation and regression tasks and its formulation 
is based on the Structural Risk Minimization (SRM) 
principle, which has been shown to be superior to the 
traditional Empirical Risk Minimization (ERM) princi-
ple, used by conventional neural networks. SRM mini-
mizes an upper bound on the expected risk, where as 
ERM minimizes the error on the training data. It is this 
diff erence which equips SVM with a greater ability to 
generalize [21].

Th e advantage of SVM is that it is eff ective in high 
dimensional spaces and uses a subset of training points 
in the decision function making it also memory effi  cient. 
However, the algorithm does not directly provide prob-
ability estimates, because they are calculated using an 
expensive fi ve-fold cross-validation.

Support Vector Machines models can be found in 
many forecasting models for both medium-term fore-
casting and short-term forecasting or in combination 
with other algorithms. A case where SVM was compared 
favourably against other algorithms, such as the auto‐re-
gressive (AR) model using the same data for building and 
testing both models based on the root‐mean‐square er-
rors between the actual and the predicted data is present-
ed in [22] where SVM allowed the training data set to be 
increased beyond what is possible using the auto-regres-
sive model or other neural networks methods. Increas-
ing the training data to about two years improved the 
performance signifi cantly based on the RMSE on testing 
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data that was not used on training or building the model. 
When 20000 data points were used for training the SVM 
model the root-mean-square error was reduced to 0.0028 
compared with 0.0376 for the best results obtained using 
the AR model. In [23], a STLF method based on cluster-
ing using support vector machines (SVM) predicts the 
next day 48 half hourly loads. Th e daily average load of 
each day for all the training and testing patterns is fi rst 
calculated and the patterns are clustered using a threshold 
value between the daily average load of the testing pattern 
and the daily average load of the training patterns. 

k-Nearest Neighbors

k-Nearest Neighbors (kNN) is a supervised machine 
learning algorithm used for both classifi cation and re-
gression predictive problems.

kNN is a simple algorithm that stores all available 
cases and predicts the numerical target based on a simi-
larity measure, e.g., distance, proximity, or closeness 
functions,  as it is based on the assumption that similar 
data points are close to each other. It has been used as 
a non-parametric technique, meaning that it does not 
make any assumptions on the underlying data distri-
bution, since the 1970’s. kNN methods are known as 
non-generalized machine learning methods, since they 
simply “remember” all their training data and do not 
have the ability to generalize. 

Th e main advantage of kNN is that it is robust to 
noisy training data, and eff ective if the training dataset 
is large. On the other hand, the user needs to determine 
the value of K, which corresponds to a positive integer, 
typically small, and the computation cost is high as it 
needs to compute  the distance of each instance to all the 
training samples. 

kNN models can be found in many forecasting mod-
els. For example a kNN algorithm was used to construct 
a novel hybrid model which comprised of a Wavelet De-
noising-Extreme Learning Machine (ELM) and a kNN 
Regression in order to forecast the short-term electric-
ity load in New South Wales. [24]. In [25], kNN mod-
els were used for day ahead load prediction, with only 
limited temperature forecasts, namely minimum and 
maximum temperature of a day, as the forecasting input. 
Recently the combination of kNN with Self Organizing 
Maps (SOM) to create a novel clustering and forecasting 
tool at the microgrid level has been proposed. Th e SOM 
algorithm carries out the clustering process and when 
all the data are clustered they serve as input to kNN for 
forecasting [5].

Random Forests

Th e Random Forest (RF) technique is used in many 
forecasting models due to its simplicity and the fact 
that it can be used for both classifi cation and regression 
tasks. RF is a supervised learning algorithm which builds 
multiple decision trees and merges them together to get 
a more accurate and stable prediction. More specifi cally, 
it constructs a multitude of decision trees during train-
ing and yields the class that is the mode of the classes 
(classifi cation) or mean prediction of the individual 
trees (regression). RF correct the decision trees habit of 
over fi tting their training set because no single tree can 
learn from all of the instances and explanatory variables. 
No single tree can memorize all of the noise in the rep-
resentation.

Its default hyperparameters oft en produce a good 
prediction result which make RF a very handy and easy 
to use algorithm. Its main limitation is the number of 
trees which it needs to yield these results. As the trees 
grow, the algorithm speed slows down and it becomes 
ineff ective for real-time predictions.

RF has been widely used in forecasting models. In 
[26] , it was proposed to improve the accuracy of a STLF 
by combining it with a feature selection method based 
on the generalized minimum redundancy and maxi-
mum relevance. Another paper proposes using RF mod-
els for short-term electric load forecasting making use 
of an ensemble learning method that generates many 
regression trees and aggregates their results [27].

Artifi cial Neural Networks

Neural Networks (ANN) are a class of models within 
the general machine learning literature and also a spe-
cifi c set of algorithms that have revolutionized machine 
learning. Th e operating principle of ANNs is based on 
the functions of the human brain neurons and provide 
powerful tools for modelling, especially when the un-
derlying data relationship is unknown. Moreover, they 
can identify and learn correlated patterns between in-
put data sets and corresponding target values [13], [17], 
[28]. Th ey have been successfully applied in a variety of 
scientifi c fi elds such as mathematics, engineering, med-
icine, economics, meteorology, psychology, neurology 
and many other.

Th e reason that they have been successfully applied 
in so many scientifi c fi elds lies in the fact that they op-
erate in accordance with the four operating principles:
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 ◆ Th e fairly large database that is required, i.e. 
known inputs should be compared with their 
corresponding outputs in order to “educate” the 
network. 

 ◆ Th e comparison of the output value that is pro-
duced with the real one and the amendment of 
the weights in accordance with the “education 
rule”. 

 ◆ Th e calculated error which decreases with the 
increasing repetition number, works as a guide. 
Th e network is considered trained when the error 
becomes smaller than the threshold determined 
in the beginning of the process.

 ◆ Th e certifi cation that the system is adequately 
trained when it responds correctly to new sam-
ples. Th e broad spectrum of the learning set is 
considered a criterion [13], [17], [28].

However, they also present limitations, such as:
 ◆ Th e fact that they are computationally intensive 

and therefore hardware dependent as they re-
quire processors with parallel processing power, 
depending to their structure. 

 ◆ Th e completely obscure “black-box” treatment 
of the system being modeled:  when an ANN 
produces a solution, it does not provide any in-
sight about the why and how the result was ob-
tained and this reduces its trustworthiness. Also, 
no specifi c rules apply for the determination of 
their network structure. Any appropriate net-
work structure is achieved through experience, 
trial and error. 

 ◆ ANNs work with numerical information. Th is 
means that all the problems have to be translated 
into numerical values before they are being in-
troduced to ANN. 

 ◆ Th e fact that the network’s performance is evalu-
ated against a specifi c preset error value, which is 
the criterion for ending  the training. However, 
this error value does not necessarily yield the  op-
timum results.

Th e forecasting models that have been implemented 
all these years on ANNs are dozens. For example, the 
model proposed in [29] for STLF in microgrids is based 
on a three-stage architecture which starts with pattern 
recognition by a Self-Organizing Map (SOM), a cluster-
ing of the previous partition via a k-means algorithm, 
and fi nally demand forecasting for each cluster with a 
MultiLayer Perceptron Model, which is a class of feed-
forward ANN, validation was performed with data from 

a microgrid-sized environment provided by the Spanish 
company Iberdrola. In [30], a Self-Recurrent Wavelet 
Neural Network (SRWNN) is used as a forecast engine 
in a microgrid using the Levenberg-Marquardt (LM) 
learning algorithm to train the SRWNN. In order to 
demonstrate the effi  ciency of the proposed method, it 
was tested against actual hourly load data of an educa-
tional building supplied by a microgrid.

5. CONCLUSION

We have attempted to give an overview of the most 
oft en used machine learning algorithms such as Support 
machine vectors (SVM), k-Nearest Neighbours (kNN), 
Random Forest and Artifi cial Neural Networks (ANN) 
that have proved to be very effi  cient for load forecasting 
at the microgrid level. Machine learning algorithms are 
oft en used for short-term forecast or/and are combined 
with other algorithms creating novel forecasting models 
for both at the microgrid and metropolitan level. 
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