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Abstract: 
Segmentation is one of the latest directions of digital imaging development, 
presented by partial segments which are parts of the same image. The cur-
rently used algorithms are rare and far from ideal. Depending on the situation, 
algorithms behave differently, so it is almost impossible to single out a unique 
conclusion. This paper gives a proposal for new segmentation techniques for 
the digital image processing with auxiliary Sobel edge detection algorithm and 
specially a defined threshold of detection. Matlab software is used for giving a 
particular conceptual design of a partial display of images and for correlating 
adequate numerical methods of digital processing. The study results confirm 
the quality of the proposed algorithm and position it for practical use and 
they also give guidelines for further improvements.
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1. INTRODUCTION

The problems of digital image segmentation and grouping segments 
represent a major challenge for the entire field of Computer Vision and 
Digital Image Processing [1, 2]. These problems do not exist only in the 
area of Multimedia [3]. In 1938 Werheimer defined the visual percep-
tion of what humans saw as a group of small segments of the visual field 
[4]. Medically speaking, while the left hemisphere of the brain tries to 
represent a picture of segments, the right hemisphere represents it as 
a whole. A digital image can be defined in a very similar way as a set of 
segments in a defined resolution m*n that does not overlap. Here lies 
an important emphasis, there must not be any overlaps between image 
segments [5], or the process of image formation will go in the opposite 
direction. The complete human visible spectrum (380-780 nm), which 
is viewed through the lens, is converted through the sensor into three 
different signals (R, G, B). And for this reason, a major problem is how 
to separate visually identifiable segments by using arithmetic and logi-
cal tools. Actually, image segments can be extracted as regions between 
defined discontinuities in the image. The segmentation techniques based 
on discontinuity fundamentally rely on a sudden change in the value of 
intensity between pixels [6]. These methods are called “Edge or Boundary” 
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based methods [7]. Edge is a set of linked pixels at the 
border between different regions in which some image 
parameters are ‘breaking’, losing, their values. These pa-
rameters can be defined as the difference in the shade of 
gray, different textures, etc. 

In many algorithms Edge detection is used for each 
channel separately, but results must be presented as a 
sum or as a gradient of all observed channels. Accord-
ing to all of the above, edge detection algorithms may be 
classified into two categories:

1. Parallel detection method implies that the set of 
points (pixels) on the border are independent 
whether or not other points lie on that edge. This 
method is carried out separately for all three chan-
nels. Spatial frequency filtering is most important 
during this procedure. There are various types 
of parallel differential operators such as Roberts, 
Sobel and Prewit. They are defined as the real 
differential operators and Laplacian algorithms. 
The main differences between these operators are 
masks which are based on the performed detec-
tion. 

2. Sequential edge detection uses points (pixels) as 
the central part of the algorithm. Properly chosen, 
a pixel can influence the outcome of this process. 
There are a number of consecutive techniques that 
use sequential search techniques with a dynamic 
program.

Besides this theoretical framework, which is needed 
to understand the new algorithm, this work has given a 
methodological framework for its realisation as well as 
the type of work in different real situations. A proposal 
for new digital image segmentation techniques done 
by using Sobel edge detection algorithm, RGB colour 
model, alpha composite process, full gray scale and a 
combination of parallel and sequential edge detections 
is given in this article. One of the main innovations in 
the proposed image segmentation technique is the cen-
tral role of the edge detection algorithm. The complete 
proposed solution is fully compatible with other edge 
detection algorithms, so it is adjustable for particular 
situations.

2. THEORETICAL FRAMEWORKS

When the Mosaic method of image segmentation 
is used, the selection of the algorithm for edge detec-
tion is a very important part. The segmentation is done 
on areas located between defined edges. Numerous re-
search papers define the Sobel algorithm as one of the 

best algorithms for edge detection in medicine, signal 
transmission in optical cables, forensic, photogramme-
try, etc. [8, 9, 10]. The function of the low-level detec-
tion is the most commonly used function of the Sobel 
edge operator. Also, because of its simplicity, this Sobel 
algorithm is the most frequently used model for a large 
number of other algorithms. This function represents a 
discrete differential operator based on the independent 
2D gradients and masks, by which the edges are detect-
ed. Independent gradients are calculated separately for 
the x and y axes:

Img=imread(‘Lena.tiff’);
[m,n,k]=size(Img);.
In mathematical terms, the image is divided into 

gradients (for x and y axes) which are calculated on the 
basis of the 3x3 mask:

( ) 1: 2for i size m= − 

( ) 1: 2for j size n= − 

1 0 1
2 1 2 *
1 0 1

Gx image
−

= −
−

 

1 2 1
0 0 0 *
1 2 1

Gy image=
− − −

 

end 
end 

In this way the overall gradient is calculated as a 
value ( ) 2 2G m,n (Gx) (Gy)= + .

One of the reasons for the popularity of the Sobel op-
erator is its capability of processing n-dimensional spac-
es. This is especially important for analysis in 3D spaces 
(three-dimensional technology and image processing) 
[11, 12, 13]. After selecting the algorithm for edge detec-
tion, it is necessary to determine the format for the ex-
traction of the image segments.  In comparison to other 
formats, Portable Network Graphics (PNG) format is se-
lected for the purpose of this work due to its advantages.

Fig. 1 represents the influence of lossless data com-
pression in PNG format (left image) compared to JPEG 
image (right image) format at the same compression ra-
tio. PNG image format is based on 24 bits (32 or 48 bit) 
with full gray scale and alpha composite process, as the 
most important characteristics for this work.

(1)
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Transparent part of the image presented as gray and 
white cubes on Figure 2 (left image). Alpha composite 
process and quality of edge detection are responsible 
for choosing PNG as the most acceptable image format. 
An alfa composite process combines the image with the 
background to create a partial or complete transparency 
of the image. This attribute is very important and takes 
its full meaning in VRML at MPEG4 video format.

Fig. 1. Comparative review of image at the same  
compression level, PNG (left) and JPEG (right)

A PNG image format allows separation of individual 
objects and different processes on each segment. Defin-
ing the discontinuity of edges can be the first problem 
in the process of image segmentation. According to this, 
it is very important to find the right algorithm with op-
timal sensitivity.

Fig. 2. Difference between PNG (left) and JPEG (right)

Fig. 3. Model of ideal edge detection (left); real situation 
in the detection of edges (right)

Practically speaking, in real situations cases of ideal 
edge detections (Figure 3) are rare. In the majority of 
cases, the edge detection depends on the part of the 
curve where a threshold is set. In this way the main goal 
of the algorithm for edge detection is to define the sen-
sitivity of the threshold. For example, in the case of a 
high level of details, it is advisable to use algorithms with 
a lower level of detection [14]. Defining the threshold 
according to the user, depending on the situation, rep-
resents an ideal solution (through a mask detection or 
in any other way) [15].

3. METHODOLOGY

According to the previous paragraphs, an image seg-
ment can be defined as an area between image edges. 
These areas in an image, after an edge detection operator 
is applied, are marked as black. Because of that, in order 
to detect segments, it is necessary to compare the result-
ing image with the original image. This process contains 
two different images with the same resolution. An image 
with clearly defined polygons (Figure 4a), an image with 
medium level of detail (Figure 4b) and an image with high 
level of detail (Figure 4c) are given as referent images.

a) 

b) 

c) 

Fig. 4. Original images: a) Polygons, b) Lena, c) Space
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Due to the synchronization with similar research 
papers, all original images are in TIFF format, with bit 
depth from 300 dpi and resolution 512x512. The image 
with clearly detected edges is the base for the segments, 
but these segments belong to the original image. The en-
tire process of segregation of image segments is shown 
schematically in Figure 5.

Fig. 5. Segmentation block diagram based on the edge 
detection algorithm

The processes in segregation of image segments are 
labeled with numbers 1 and 2 (Figure 5). In the first pro-
cess, the original image with the help of the Sobel algo-
rithm, is being converted into an image with clearly de-
fined edges. Now, the original image and the image with 
clearly defined edges are being used for process 2. The 
Segregation of the image segments is performed with 
the help of the Matlab software package, especially the 
Image Processing Toolbox and defined threshold (125). 
The value of 125 is taken as a half of the maximum pixel 
values from completely black to white in 8-bit image 
format. The Sobel edge detection algorithm is based on 
the gradient. In this way, the surroundings of the edges 
are strictly defined but not and the edges. According to 
this, the threshold of 125 is defined to serve as an elimi-
nator of the side edge parts. In case the segmentation is 
carried out with another edge algorithm, it is possible 
to reduce or increase a threshold value [16]. For exam-
ple, the Canny algorithm (which is based on the Sobel 
algorithm) is much more particular in terms of edges 

and in that case, it is possible to decrease a threshold 
value [17]. Every image has m*n resolution (number of 
pixels), where m represents the vertical line and n the 
horizontal line of the image. The algorithm compares 
the pixels of the original image with the image of clearly 
defined edges, element by element in an m*n matrix. In 
the first cycle, m = 1, and if the value of the current pixel 
is less than 125:

if (m,n)Img<125
Img_sg(X)=Img_Org(m,n);
end

then the newly created image Img_sg (X) takes the value 
of the pixel from the original image. The variable X rep-
resents the number of segments, and the value max(X) 
represents the total number of segregated segments. If 
the value of the observed pixel is higher than 125, the 
value of the horizontal (n) increases by one. This pro-
cedure is repeated until values for m and n parameters 
become higher than 125. In that case, the variable X in-
creases by one and creates a new segment.

It is very important to describe the resolution of the 
recorded segments, and the extracting image format. 
From the reasons mentioned above, we can conclude 
that PNG format is the best solution, especially because 
of:

 ◆ The track of the edges - the entire concept of seg-
mentation is based on an algorithm for the edge 
detection,

 ◆ The alpha composite process - transparent parts 
of image background.

These two facts are very important for the segrega-
tion of image segments. The highest pixel position from 
the vertical is taken as a vertical reference and the same 
is done for the horizontal.

Isolated segments do not have a square (or rectangu-
lar) resolution but they must be placed in the image with 
a square or rectangular resolution, and the missing pix-
els must be written during the alpha composite process. 
The alpha composite record will write transparent parts 
of the image as the supplement of the square (rectan-
gular) resolution. For example, a segment X that has a 
resolution of mx and nx will be defined through a sepa-
rate segment and a transparent area as a supplement to 
the square resolution. At the end of the algorithm, one 
should take into account the mode of extracting, espe-
cially when defining the value of alpha composite track 

(2)
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segments in PNG format. An alpha composite record 
should have a value of 1 (maximum value) which rep-
resents completely transparent background characteris-
tics, and is defined as: imwrite(X, ‘segment.png’, ‘Alpha’, 
A);. In the previous expression, parameter A defines an 
alpha composite part of a digital image.

4. RESULTS & DISCUSSION 

The image selected for the analysis is the image with 
a low-level of detail (image with precisely arranged pol-
ygons) shown in Figure 6a, the image with a medium 
level of detail Figure 6b and the image with a high level 
of detail in Figure 6c. The main idea for this kind of im-
age selection is to determine algorithm behavior which 
depends on the situation of a low level of detail (clearly 
defined polygons), a medium and a high-level of detail.

Fig. 6. The areas between the edges marked with num-
bers: a) image with a small level of detail, b) image with a 
medium level of detail, c) image with a high level of detail

According to Table 1, the Level of Detail (LoD) of the 
image in Figure 4b (Lena) is by 64% higher than that of 
the image in Figure 4a (polygons). It is logical to expect 
that images with a lower level of detail give more pre-
cisely defined edges than the images with high LoD [18].

LoD Polygons Lena Space

DCT 1.5065 2.3296 3.0752

Table 1. The level of detail for Figure 3a, Figure 3b and 
Figure 3c according to DCT  

(Discrete Cosine Transformation)

Furthermore, another reflection of the quality of the 
selected image is the high degree of Entropy as a meas-
ure of the image potential [19, 20]. Both images show 
the value of Entropy which is over the half of the maxi-
mum value for 8-bit image format.

This analysis has shown that the better results can 
be expected for images with clearly defined polygons 
than for the images with high LoD. This can be clearly 
demonstrated by the fact that discontinuity between the 
picture parameter suddenly occurs in the image with 
clearly defined polygons. In the image with a high LoD 
the transition between the image discontinuities comes 
more slowly.

Entropy Polygons Lena Space

bit 5.4308 7.7502 7.9756

Table 2. The level of Entropy for Figure 3a,  
Figure 3b and Figure 3c according to DCT

Fig. 7. Segmentation of image “Polygons”
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Fig. 8. Segmentation of image “Lena”

Figure 7, Figure 8 and Figure 9 show the separate 
segments from Figure 3a, Figure 3b and Figure 3c re-
spectively. For the reasons which have already been ex-
plained, the segments which are located in Figure 3 are 
of the higher quality and they are visually better. Figure 
3a consists of only 5 segments, while Figure 3b consists 
of more than 40 different segments, Figure 3c contains 
more than 80. For the purpose of this analysis only 8 
large segments of Figure 3b and Figure 3c are presented. 
In most cases it is very important that separated seg-
ments are visually recognizable.

Besides the obvious visual results, it is difficult to 
measure mathematically the quality of the obtained seg-
ments. The lack of adequate parameters for measuring 
is the main problem in these situations. The first prob-
lem comes from the resolution of extracted segments. 
Measuring the results obtained through the parameters 
is not relevant to:

 ◆ PSNR - it estimates the quality of the transmission 
segment in relative to the original image,

 ◆ SNR - it is not relevant to measure the signal noise 
ratio of the complete image in relation to its seg-
ment, because the sum is not equally distributed 
in the image,

 ◆ MSE – because of the same reason as PSNR,
 ◆ SSIM, MSSIM, DSSIM – the structure of the ob-

tained segments do not correspond to the struc-
ture of the original image,

 ◆ LoD – defined as numbers of changes on the ob-
served image parameter. These changes are not of 
the constant value in the image, and because of 
that it is irrelevant to compare LoD of one segment 
to the LoD of the whole image.

Fig. 9. Segmentation of image “Space”

If transparent parts of the image are excluded, En-
tropy can be partially taken into analysis for obtained 
segments. Entropy is the only image parameter that has 
a constant value throughout the observed image. Thus, 
every part of the image must have the same value of En-
tropy. If transparent parts of the image are taken into 
consideration, the value of Entropy of each segment will 
be less than the Entropy of the original image. Table 3 
confirms previous claim.

Entropy 
(bit) Polygons Lena Space

Segment 1 2.7447 4.5862 3.0087

Segment 2 0.3285 5.5739 4.0315

Segment 3 0.9943 5.1775 2.9602

Segment 4 0.2348 3.2549 2.9614

Segment 5 5.4488 4.6115 3.7545

Table 3. Value of Entropy for segments of Polygons,  
Lena and Space

As it can be seen in Table 3, the Entropy of segments 
of the “Lena” image has the highest degree of Entropy 
which may sound unusual, because the image “Space” 
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as a whole has a higher degree of Entropy, a rate and a 
level of detail. However, this corroborates that in images 
in which a larger number of segments are detected, En-
tropy as a measure of the potential of the image and an 
“ability” of segments, decreases. There is no a universal 
rule that a large number of segments should be detected 
in the case of images with a high level of detail. How-
ever, the image may possess a high degree of change, 
which is almost always below the prescribed threshold. 
Therefore, if it is necessary, the proposed algorithm may 
redefine the threshold detection and directly adjust de-
sired needs. For example, in cases of extremely intense 
lighting the threshold detection can be regulated to an 
upper limit of bit entries, so that parts of the image with 
a high degree of light do not affect the other parts of the 
image segmentation.

The segmentation method, which is proposed in this 
research paper, provides a new technique which is dif-
ferent from the following:

1. Clustering methods – the proposed technique 
does not select pixels at random but examines the 
environment based on them in order to define a 
segment,

2. Thresholding – the proposed method does not 
only analyse greyscale but it also uses 2D gradi-
ent,

3. Compression-based methods – the proposed 
method is not based on the segment minimisa-
tion and does not use the compression,

4. Partial differential equation-based methods – the 
proposed method is a much simpler segmenta-
tion method and it is not used for recognition 
purposes,

5. Region-growing methods – unlike in this method 
in which the segments are graded on the basis of 
similarity between surrounding pixels, the pro-
posed method defines segments within the de-
fined edges,

6. Dual clustering method – this method is based on 
the bit plane, so it is limited in comparison to the 
edge detection of each bit plane,

7. Histogram-based methods – though very effec-
tive in certain situations because the segments are 
detected on the basis of belonging to a particular 
part of the spectrum, this method is not effective 
if there are several segments that are distant from 
each other but have similar or the same colour 
shades.

5. CONCLUSION

According to all of the above facts of the study, this 
kind of segmentation uses a mixture of two edge detec-
tion methods. In the first section, the parallel detection 
was used for the comparison of the original image and 
the image with the Sobel edge detection. On the other 
hand, in the second part, the sequential detection based 
on the pixel as a starting mark for detection is used. The 
last pixel of the first segment is not the starting pixel of 
the second segment, as this would violate one of the ba-
sic segmentation rules – segments cannot be overlapped. 
The first next pixel with the value less than 125 will be 
the starting point for the next segment. In this case a 
possible error of segmentation can be observed, because 
of the separate segments which do not contain the edge 
defined by the Sobel algorithm. If this is taken as an er-
ror of segmentation, then the images with higher LoD 
can make a bigger error. This problem can be relatively 
overcome by reducing the level of threshold. It is cer-
tain that, this issue can be the basis for some further 
considerations. Furthermore, for different purposes, 
further considerations may be directed to the use of 
other algorithms for detecting edges in different kind of 
sequential detection threshold. It should be particularly 
emphasized that the precision of the proposed algorithm 
is at the level of pixel, which is considered as a huge 
advantage.

After exploring the static image as a fundamental el-
ement of multimedia, the future research will move in 
the direction of the segmentation of video recordings. 
Debugging, which may occur in image Figure 9g and 
Figure 9h. Furthermore, the connection with algorithms 
for the detection and identification, and/or color Dop-
pler aiming to monitor specific forms [21].
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