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Abstract: 
Machine learning methods used for decision support must achieve (a) high accuracy of 
decisions they recommend, and (b) deep understanding of decisions, so decision makers 
could trust them. Methods for learning implicit, non-symbolic knowledge provide better 
predictive accuracy. Methods for learning explicit, symbolic knowledge produce more 
comprehensible models. Hybrid machine learning models combine strengths of both 
knowledge representation model types. In this paper we compare predictive accuracy and 
comprehensibility of explicit, implicit, and hybrid machine learning models for several 
standard medical diagnostics, electronic commerce, e-marketing and financial decision 
making problems. Their applicability in different environments - desktop, mobile and cloud 
computing is briefly analyzed. Machine learning methods from Weka and R/Revolution 
environments are used.
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INTRODUCTION

Machine Learning algorithms are used in data mining 
applications to retrieve hidden information that may be 
used in decision-making [1]. 

� ere are various basic learning methods like rule-
based learning, case-based reasoning, arti� cial neural 
networks and decision trees learning. Every method has 
its own advantages and disadvantages. � ere are a lot of 
hybrid machine learning methods which attempt to com-
bine several di� erent learning methods to bring out the 
best from all of them [2], [3]. One approach for increasing 
the most important generalization property, prediction 
accuracy on unseen examples, is the method of combined 
classi� ers or ensembles [2].

Numerous machine learning methods and appropriate 
knowledge representation models can be used to support 
decision making. For example, classi� cation and regres-
sion methods can be used for learning decision trees, 
rules, Bayes networks, arti� cial neural networks and 
support vector machines [1], [2]. � eir applicability and 
performances are problem-dependent, and according to 
the Generalization Conservation Law [4] or the No Free 
Lunch � eorem [5], the best machine learning method 
which is the best for every problem does not exist.

Hybrid machine learning systems combine or inte-
grate di� erent machine learning (and decision-making) 

models. Since each machine learning method works dif-
ferently and exploits a di� erent part of problem (input) 
space, usually by using a di� erent set of features, their 
combination or integration usually gives better perfor-
mance than using each individual machine learning or 
decision-making model alone. Hybrid models can reduce 
individual limitations of basic models and can exploit 
their di� erent generalization mechanisms.

Machine learning is based on data from di� erent 
sources and with di� erent properties. � ere are appropri-
ate methods to learn from sparse data, sequentially acces-
sible data (data streams) and Big Data [6], which must be 
processed using distributed processing methods [6], [7].

MACHINE LEARNING METHODS

Machine learning

Machine learning is simply de� ned as the process of 
estimating unknown dependencies or structures in a sys-
tem using a limited number of observations [1]. Typical 
machine learning tasks are classi� cation, regression and 
clustering.

Machine learning methods are rote learning, learning 
by being told, learning by analogy, and inductive learn-
ing, which includes methods of learning by examples and 
learning by experimentation and discovery [1], [8].



319

SINTEZA 2014    The use of the internet and development perspectives

Formal de� nition of inductive learning is that it is the 
process of estimating an unknown function or (input, out-
put) dependency or structure of a system S using a limited 
number of observations x [1]. A set of functions which can 
be learnt and an estimation method for its best approxi-
mation are prede� ned by selection of a basic algorithm 
A and some background knowledge about the system S.

Induction is performed on a set of empirical data 
which is commonly called a training set (or a data set). 
Problem domain model creation is based on background 
knowledge about the problem under consideration and 
o� en ends by specifying of a set of attributes or variables 
xi, i=1..n. Some of these attributes are irrelevant or redun-
dant, and deteriorate the performances of a majority of 
learning algorithms. Irrelevant and redundant attributes 
removal is performed by attribute/feature selection meth-
ods [1], [9].

In the context of decision support, machine learning of 
classi� cations is of particular importance. A system learns 
to classify new cases to prede� ned discrete problem class-
es. Classi� cation is a special kind of regression, its goal be-
ing to predict a numeric quantity instead of a discrete one.

Machine learning of classi� cations performs an esti-
mation of an unknown dependence between input (data) 
and output of the considered system (classi� cations) based 
on available examples of correct classi� cation. Estimated 
mapping is used to predict future output of the observed 
system for future input values.

Learning classi� cations includes learning mathemati-
cal or logical expressions, decision trees, rules, decision 
tables, graphs, networks, hypersurfaces and other useful 
knowledge representations.

Machine learning of redundant knowledge or ensem-
ble methods is based on repetition of the machine learn-
ing process, each time with di� erent elements: a di� erent 
partition of a learning set and/or attributes, a di� erent 
learning algorithm or some combination of these ele-
ments.

� e goal is to learn a combined classi� er which is better 
than any of its elements. � is is possible if basic elements 
are su�  ciently accurate and mutually di� erent enough. 
Such diversity of ensemble elements can be increased by 
generating an appropriate partition of attributes for every 
classi� er.

Machine learning methods for learning 
classifications

1) Methods for learning comprehensible knowledge
 Methods for learning comprehensible, human read-

able knowledge are especially appropriate in building 
knowledge based decision support systems/expert sys-
tems. Well known method are decision trees (DT) and 
rule learning (RL).

 An important new method is the Hoe� ding Tree or 
the Very Fast Decision Tree (VFDT), introduced for 
incremental machine learning from data streams [10]. 
It stores a data stream only once and a� er that updates 
the tree.

 � e name is derived from the Hoe� ding bound, which 
states with probability 1 – δ that the true mean of a 
random variable of range R will not di� er from esti-
mated mean more than

n
R

2
)/1ln(2 δε ⋅
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 where n is a number of independent examples. � is 
bound is not dependent of the probability distribu-
tion generating the examples, but more examples are 
needed to reach the same ε and δ as with distribution-
dependent bounds.

2) Methods for learning implicit knowledge
 Implicit or distributed knowledge is subjective, empiri-

cal, hard to formalize, and not understandable for hu-
mans. It can be represented in form of Bayes or neural 
networks, support vectors or using the similarity func-
tion and learning examples by itself.

 � e most used machine learning methods of this type 
are k-nearest-neighbours (kNN), Bayes networks, ar-
ti� cial neural networks (ANN), and support vector 
machines (SVM).

 Support Vector Machines method (SVM) is a very suc-
cessful method of machine learning from examples 
[11] which is based on mapping of learning examples 
from input space to a new high dimensional, poten-
tially in� nite dimensional feature space in which ex-
amples are linearly separable. � e method then � nds 
an optimal hyperplane

0)(, =+Φ bxw

 where w is a matrix of coe�  cients, Φ(x) is a map-
ping function, and b is a constant. � is hypersurface 
separates learning examples with a maximal margin 
or distance to the nearest learning example [11], [12]. 
Support vectors are a small set of critical border exam-
ples of each class, best separated by this hyperplane. 
Construction of an optimal hyperplane is performed 
using iterative algorithm which minimizes the error 
estimation function:
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 where w is a vector of coe�  cients, b is a constant, ξ is 
a slack variable (tolerance of overlapping linear non-
separable classes of examples), n is a number of learn-
ing examples and C is a regularization parameter.

 SVM method uses linear functions to create discrimi-
nation borders in a high dimensional space. Non-line-
ar discriminant function in an input space is obtained 
using inverse transformation (kernel trick).
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3) Redundant knowledge machine learning methods
 Methods of learning and combining redundant classi-

� ers or ensembles are one approach for increasing pre-
diction accuracy models on unseen examples, which is 
the most important generalization property.

 Example of a method that successfully uses only sym-
bolic classi� ers in an ensemble is the Random Forests 
[13], which simultaneously uses two sources for diver-
sity of its elements: (1) resampling of learning data and 
(2) resampling the attribute set as part of the induction 
process. � e only basic machine learning method used 
is a decision learning algorithm called CART [14]. In 
addition, the Random Forests method can provide an 
estimation of attributes importance [13].
Machine learning methods for learning hybrid models 

can use combined models or hybrid ensembles or both.

HYBRID MACHINE LEARNING MODELS AND 
METHODS

� e supervised learning problem is to � nd an approxi-
mation to an unknown function given a set of previously 
labelled examples. Di� erent methods explore di� erent 
hypothesis spaces, use di� erent search strategies and are 
appropriate for di� erent types of problems [15].

In case of decision trees the divide-and-conquer strat-
egy is used. It has the ability to split the space of attributes 
into subspaces, which can then be � tted with di� erent 
functions. � is is the basic idea behind well-known tree 
based algorithms like CART [14] and C4.5 [16].

For classi� cation problems, the methods that explore 
multiple representations are multivariate trees [14], [17]. 
Decision nodes of this class of algorithms can contain tests 
based on a combination of several attributes. For classi-
� cation problems, multivariate decisions usually appear 
in internal nodes. For regression problems, they appear 
in leaf nodes.

Related work

According to [2], [18], there are a lot of hybrid ma-
chine learning methods developed in the past:

 ◆ Model Trees – multivariate trees with linear or 
some other functional models at the leaves [19], 
[20], [21].

 ◆ Perceptron Trees – combination of a decision tree 
and a linear threshold unit [22].

 ◆ Decision trees and Naive Bayes hybrid – a regular 
univariate decision tree where leaves contain a na-
ive Bayes classi� er built from the examples that fall 
at that node [23], [24].

 ◆ Functional trees – an extension of multivariate and 
model trees. � ey use functions at inner nodes or at 
leaves of decision trees [18].

 ◆ Model Class Selection – a hybrid algorithm that 
combines, in a single tree, nodes that are univari-
ate tests, or multivariate tests generated by linear 
machines or instance-based learners [17].

 ◆ Meta decision trees – decision trees where leaves 
predict which classi� er should be used to obtain a 
prediction [25].

 ◆ Stacked generalization – hybrid ensembles which 
are constructed from di� erent base learning meth-
ods [26].

 ◆ Hybrid Hoe� ding Trees – several hybrid variants of 
the basic method using Naive Bayes, functions and 
ensemble methods [7].

Typical examples of hybrid machine learning 
methods

Typical hybrid machine learning methods available in 
Weka environment [9] are:

 ◆ Model Trees: LMT (Logistic model trees) [21];
 ◆ Decision trees and Naive Bayes: NBTree [24];
 ◆ Functional trees: FT [18];
 ◆ Stacking generalization: StackingC [26];
 ◆ Hybrid Hoe� ding Trees: HT and variants in meta 

library for massive online analysis (MOA) [7].

EXPERIMENTS

� is work investigates applicability of selected basic 
and hybrid machine learning methods to solve typical 
unstructured decision making problems. For their unbi-
ased comparison, all machine learning experiments are 
performed without using any external feature selection 
method.

Methods

Selected standard and hybrid machine learning meth-
ods are compared, together with ensemble and hybrid 
ensemble methods:

 ◆ Standard methods: C45 (J48), C45Rules (PART), 
Linear Discriminant Analysis (LDA), support 
vector machines (LibSVM), k-nearest neighbours 
(IBk);

 ◆ Hybrid methods: Functional Tree (FT), NBTree, 
Logistic Model Tree (LMT), Hybrid Hoe� ding Tree;

 ◆ Ensemble methods: Random Forests;
 ◆ Hybrid ensemble methods (meta): Stacking.

Datasets

As benchmark problems, we used standard decision 
making problems from � nance (German Credit), medi-
cal diagnostics using gene expressions (Breast Cancer), 
e-commerce like recommendations (Red-White Wine 
Quality), e-mail � ltering (Spambase) and direct market-
ing (Direct Marketing).

Brief descriptions of those decision making problems 
used as benchmark examples are the following:

1. German Credit – a well-known problem of induc-
tive learning of credit approval policy for banking 
loans [30].
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2. Breast Cancer – a problem of disease diagnostics on 
the basis of genetic expressions. Tissue samples are 
taken from healthy and ill patients, processed and 
deposited on a suitable DNA microarray chip with 
thousands oligonucleotide points whose intensity 
(the expression) corresponds to the activity of sin-
gle genes in tissue samples [27], [28], [28].

3. Spambase – learning to decide whether an incoming 
e-mail is spam or not in order to automate e-mail 
classi� cation [30].

4. Quality – a problem of learning to rank red and 
white wines slightly adapted to decide the class of 
wine quality (1..10) [30].

5. Direct Marketing – learn to decide/predict if a cli-
ent in a direct marketing campaign of a banking 
institution will subscribe to the product (bank term 
deposit) or not, in order to minimize the number of 
phone calls needed [30].

Properties of machine learning problems used in this 
work are shown in Table I.

Software Used

All the used machine learning methods are publicly 
available, mostly in Weka environment [9]. Some of them 
are brie� y compared with equivalent methods in R/Revo-
lution environment, packages kernlab, e1071 and MASS 
[31], [32].

Experimental methods

We use ten-fold cross validation as the only method 
of classi� cation accuracy estimation for all the performed 
experiments.

Table 1. Descriptions of decision/learning problems (datasets) used

problem/dataset # att rib-
utes

# exam-
ples

# Clas-
sis

% Ma-
jority

German Credit 
(German) 20 1,000 2 70.0

Breast Cancer
(Gene Expr) 22,215 175 2 66.3

rWWinerati ngs 
(Quality) 12 6,497 10 43.7

Spambase  
(Spam) 57 4,601 2 60.6

direct marketi ng 
(Direct) 16 4,521 2 88.5

RESULTS

� e main goal of this contribution is identifying an ap-
propriate machine learning method for decision support 
that produces accurate and understandable results.

Table 2. Descriptions of decision/learning problems (datasets) used

method
problem

Ger-
man

Gene 
Expr

Qual-
ity Spam Direct

C45 72,8 63,4 58,6 93,0 89,6

C45rules 72,4 57,1 60,0 94,2 89,7

ldaa 75,7 - 53,3 88,8 89,9

libSvm 76,3 70,9 65,2 92,5 89,3

knn 74,5 66,9 65,0 90,8 89,0

random for-
ests 76,3 66,3 69,8 95,4 89,8

functi onal 
trees 75,5 68,6 60,2 93,4 90,2

nBtree 75,3 - 56,7 93,2 89,6

lmt 75,9 - 60,6 93,7 90,2

Stacking 76,4 70,3 68,0 95,0 89,9

Hoeff ding 
trees 75,6 64,6 48,6 81,6 87,9

Classification using  linear regression (no attribute selection)

In this work, we systematically estimate only the pre-
dictive accuracy of selected methods, Table II. � e two 
ensemble methods considered, Random Forests and Stack-
ing, are pointed by a di� erent table cell colour.

Understandability is estimated subjectively, by learn-
ing method type and size of resulting knowledge repre-
sentation, Fig. 1.

Hybrid methods (FT, LMT) demonstrate small im-
provements in predictive accuracy only over standard 
comprehensible methods, as shown in Fig. 2.

Hybrid ensemble methods have predictive accuracy 
comparable to the standard ensemble method, Fig. 3.

(a) A whole C45 decision tree (J48)

(b) Top level of equivalent Functional tree (FT)

Fig. 1. Concept “German Credit Approval” described by (a) 
comprehensible decision tree, and (b) hybrid functional tree.
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Fig. 2. Accuracy of basic comprehensible machine learning 
methods used compared to hybrid methods for five different 

problems.
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Fig. 3. Accuracy of ensemble and hybrid ensemble machine 
learning methods used for five different problems.

CONCLUSION

In this work, we have identi� ed several promising ma-
chine learning methods suitable for learning knowledge 
useful for decision support. � ey produce both accurate 
and reasonably understandable results.

We systematically compared predictive accuracy of 
explicit, implicit and hybrid machine learning models 
for several standard medical diagnostics, electronic com-
merce, marketing, and � nancial decision making prob-
lems. Comprehensibility of new knowledge is subjectively 
evaluated.

Selected hybrid methods demonstrate improvement 
in predictive accuracy for � ve benchmark problems only 
with respect to comprehensible methods. � e best meth-
od for every benchmark problem is di� erent, but hybrid 
methods outperform standard comprehensible methods, 
and ensemble methods o� en outperform all other meth-
ods.

As expected, the Hoe� ding trees and its variants, 
which are suitable for mobile computing, big data and/
or data streams, demonstrate less accurate results for 
these batch problems which do not have huge numbers 
of learning examples.
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